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Revision History

Date Revision Description

e Updated Section 1.1 Introduction

e Updated Table 1-1 added DH8926CL.

e Updated Section 1.2 added bullets.

e Added Section 1.2. Differences Between DH89xxCC and DH89xxCL SKUs.
e Added Table 1-2. Differences Between DH89xxCC and DH89xxCL SKUs.
e Correction to Table 3-3.

e Clarification to Table 5-4.

e Clarified note, Section 6.9.1.4.

e Correction to Table 6-137 through Table 6-139 and Table 6-142.

e Correction to Table 8-1 and Table 8-3.

e Added table footnote to Table 9-3.

e Added table footnote to Table 10-1

March 2014 005 e Corrected to Table 10-3.

e Added table footnote to Table 11-1.

e Corrected table Table 11-3.

e Added table footnote to Table 17-1.

e Corrected table Table 17-3.

e Corrected note, Table 19-3.

e Correction to Table 20-23. Corrected SKU values & Added DH8926CL.

e Added clarifications to Table 32-1.

e Correction to Table 32-2.

e Added Table 32-22 Footnote 5 and Table Note.

e Added Table 33-2 Footnote for DH89xxCC maximum voltage.

e Corrected Figure 33-19. GBE_EE_DO & GBE_EE_DI were reversed.

e Added Chipset references 8903, 8910, 8920, 8925, 8950, and 8955 to Section 33.0.

e Updated Table 3-3. Added DH89xxCL Device IDs.

De<2:3r1n3ber 004 e Updated Table 3-4. Added DH89xxCL Device IDs.
e Updated Section 19.2.3.1.
e Updated Table 1-1. Added DH8925CL, DH8950CL & DH8955CL SKUs.
e Updated Figure 2-2 to include the Added DH8925CL, DH8950CL & DH8955CL features.
e Updated Table 2-1 to include the Added DH8925CL, DH8950CL & DH8955CL features.
e Correction to Table 4-4.
e Updated Table 4-22. Changed “CPUSCI_STS"” to DMISCI_STS".
e Updated Table 4-22. Changed “"OS_TCO_SMI"” to “"SW_TCO_SMI".
e Updated Section 4.12.3.2.
e Updated Section 6.6.1 Changed “he” to “the”.
De;grg’” 003 « Updated Table 7-65. Changed “0062003h" to “06200003h".
e Updated Table 7-66. Changed bit field description.
e Updated Table 12-49. Changed “"DMI” to “Root Port”".
e Updated Section 20.2.2.18.
e Updated Chapter 21.0. Added note in the introduction.
e Corrected typo in Section 22.5.2.2.
e Updated Section 24.11.6
e Updated Section 28.7.1.23. Changed “Section 28-62" to “Table 28-62".
e Updated Chapter 32.0 to include the Added DH8925CL, DH8950CL & DH8955CL.
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Date Revision Description
Continued

e Updated Table 3-3. Deleted “"SATA* Controller 1 Desktop: in IDE, supporting 2 ports; DID =
0x2321". Added operational support details for SATA* Controller #1 and SATA* Controller #2.

e Updated Section 4.10.1.5 and Table 4-32. Changed "PROCPWRGD" to "CPUPWRGD"”

e Updated Section 4.15. Changed “"ACHI” to “"AHCI”

e Updated Section 4.5.1. Changed “ACHI” to "AHCI"”; and added PCIe* B:D:F mapping details for
SATA* Controllers #1 and #2.

e Updated Section 4.15.7. Changed Section Title from “ATA LED” to “SATA* LED"”

e Updated Figure 4-22. Changed “ECHI” to “EHCI"

e Updated Section 10.2.2.9. Removed Port(x) Offset Address Mapping for when RMH is disabled
since RMH is always enabled.

e Updated Table 12-4; Offset 04h: PCI COMMAND Register. Re-assigned Register Bits to sync with
PClIe* Specification Register Bit definitions.

e Updated Table 20-10 Assigned the correct Major and Minor Revision default values for the
chipset.

e Updated Table 21-1. Refined the definition of EEPROM.

e Updated Section 21.5. Added a Note to define “FLEEP”

e Updated Section 22.5.2.2.2 Added wording to indicate that Ownership Acquisition of Shared
Resources is required before MDIC Read/Write cycles can be executed.

e Updated Section 22.5.6.2.1 Added correct setting of CTRL_EXT.LINK_MODE for MAC Loopback.

e Updated Section 24.3.12 “LED 0 Configuration Defaults (LAN Base Address + Offset Ox1F)".

July 2013 002 Updated cross-references for the EEPROM Word

e Updated Section 24.3.13"Software Defined Pins Control (LAN Base Address + Offset 0x20)".
Added Description Clarification Notes to Bit[11] and Bit[10]

e Updated Table 28-9 In the Note for For Bit[7], removed reference to LAN_PWR_GOOD.

e Updated Table 28-14. New definition for Bit[31] = ‘Ob".

e Updated Table 28-15. All bits are “Reserved”, except Bit[2].

e Updated Section 28.17.1.8 Added Table 28-184, "SFP I12C Command - I2CCMD [0:3] (0x1028;
R/W)”

e Updated Table 32-8. Specification Update for GBE[0:3]_LED configuration straps. External strap
requirement.

e Updated Table 32-22. Changed “Native” Default Mode to “"GPIO”

e Updated Table 32-27. Updated strap requirements for GBE[0:3]_LED Signals

e Updated Table 32-29 Updated Description for VCC3P3_RTC

e Updated Table 33-2. Updated VCC3P3_RTC and VCC3P3_RTC (Battery) min/max Power Rail
values. Added Note for VCC3P3_RTC voltage requirement specification.

e Updated Table 33-3. Removed Table Note 1- “Pre-silicon estimates and subject to change”

e Updated Table 33-9. Updated IOL(max) for VOL7 and VOL8 (JTDO / EP_JTDO Output Low)

e Updated Table 33-25. Removed AC coupling capacitor for GbE Clock (GBE_CLK100[P,N])

e Updated Table 33-29. Updated the minimum (min) values for t188a (SPI_CLK high time) and
t189a (SPI_CLK low time) for SPI Timings (20MHz).

August 2012 001 e Updated Table 33-1 through Table 33-5.
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Revision History

Product Features

m Platform Controller Hub (PCH)
— Integrated Intel® Platform Controller Hub Complex
technology

— Intel Architecture Processor Companion
— Asynchronous DIMM Refresh (ADR)
— Intel® QuickAssist Technology

— Extensive integration of standard Intel architecture
communications interfaces provide cost, power
and board area savings

= Intel® QuickAssist Integrated Accelerator
— Symmetric Cryptographic Functions
— Public Key Functions
— Compression/Decompression
m Direct Media Interface (DMI) Gen1
— 10 Gb/s each direction, full duplex
— Transparent to software
m PECI Interface
m PCIl Express* Gen1
— 4 PCI Express* Root Complex Ports
— PCle* Gen1 speed (2.5GT/s)
— Compliant to Gen2 messaging protocol
— Ports can be independently configured to support
4x1, 2x2, 1x2 + 2x1, or 1x4
— Supports lane reversal with x4 configuration
— Module based Hot-Plug supported (for example,
ExpressCard*)
m Integrated Serial ATA Host Controller
— Two SATA* ports

— SATA* Gen2 Data transfer rates up to 3.0 Gb/s
(300 MB/s).

— One activity LED
— Multiple MSI Message vectors.
— Integrated AHCI controller
= USB*2.0/1.1
— Six USB* 1.1 or USB* 2.0

— One EHCI Host Controller, supporting up to six
external ports.

— Per-Port-Disable Capability
— Includes two USB* 2.0 High-speed Debug Ports
— Supports wake-up from sleeping states S1-S4
— Supports legacy Keyboard/Mouse software

= UART
— Two integrated UARTs 16550 compatible

April 2014
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= SMBus

— SMBus Interfaces

— One Host SMBus (Master)

— One SMLINK (Slave)

— One EndPoint SMBus (Slave)

— One GbE SMBus (Master/Slave)

— SMBus Max speed, up to 100 KHz

— Supports SMBus 2.0 Specification

— Host interface allows processor to communicate
via SMBus

— Slave interface allows an internal or external
microcontroller to access system resources

— Compatible with most two-wire components that
are also 12C compatible

High Precision Event Timers

— Advanced operating system interrupt scheduling

Timers Based on 82C54

— System timer, Refresh request, Speaker tone
output

Real-Time Clock

— 256-byte battery-backed CMOS RAM

— Integrated oscillator components

— Lower Power DC/DC Converter implementation
System TCO Reduction Circuits

— Timers to generate SMI# and Reset upon
detection of system hang

— Timers to detect improper processor reset
— Integrated processor frequency strap logic
— Supports ability to disable external devices
Serial Peripheral Interface (SPI)

— Supports up to two SPI devices

— Two Chip Select pins, up to 16MB per memory
device.

— Supports 20/33/50 MHz SPI devices.

— Support up to two different erase granularities.
Interrupt Controller

— Supports SERIRQ interrupt pin

— Supports PCI 2.3 Message Signaled Interrupts
— Two cascaded 82C59 with 15 interrupts

— Integrated 1/0O APIC capability with 24 interrupts
— Supports Processor System Bus interrupt delivery
DMA Controller

— Two cascaded 8237 DMA controllers

— Supports LPC DMA

Intel® Communications Chipset 89xx Series - Datasheet

5



intel)

m Power Management Logic Low Pin Count (LPC) I/F

— Supports ACPI 3.0b — Supports two Master/DMA devices
— ACPI-defined power states (processor driven C — Support for Security Device (Trusted Platform
states) Module) connected to LPC
— ACPI Power Management Timer m 68 GPIO pins (multiplexed or dedicated)
— SMI# generation — TTL, Open-Drain, Inversion
— All registers readable/restorable for proper resume — GPIO lock down
from 0 V suspend states = Package
m Support for APM-based legacy power management
for non-ACPI implementations — 27 mm x 27 mm FCBGA
m Integrated Gigabit Ethernet Controllers — 942 pin
— Four Integrated IEEE 802.3 MACs = JTAG 1149.1
— Four SGMII/SerDes interface Ports — Boundary Scan for testing during board
— Four I12C/MDIO Ports for External PHY manufacturing
configuration’

— Serial EEPROM interface
— 10/100/1000 Mbps Ethernet Support
— Jumbo Frame Support

m PCIl Express* Gen2 End Point
— SR-IOV support for Intel® QuickAssist Technology
— PCI Express* 2.0 specification running at 5GT/s.
— Supports lane reversal

1. See the Supported Ethernet PHY Devices for the Intel® Communications Chipset 89xx Series Application Note for more
information.
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1.0 Introduction

1.1 Introduction

The Intel® Communications Chipset 89xx Series can be most easily described as a PCH
that includes standard PC interfaces (for example: PCI Express*, SATA*, USB*, and so
on.) along with an EndPoint Interface which includes Intel®™ QuickAssist Technology and
GbE MACs.

This document is intended as a reference for architects, hardware/software designers
and engineers, or others who need technical information for silicon development and
for programming the hardware. It is expected that the readers of this document have
an understanding of:

e [A-64 microprocessor

Memory controller

I/0 architecture (PCI Express)

Intel® QuickAssist Technology

A basic understanding of system software (operating system and BIOS) internals

In this document:

e Chipset, Platform Controller Hub, and PCH are used as generic references to the
Intel® Communications Chipset 89xx Series.

o Intel® Communications Chipset 89xx Series.
— DHB89xxCC includes Chipset 89xx Series SKUs where 8900 < SKU < 8920
— DHB89xxCL includes Chipset 89xx Series SKUs where 8925 < SKU < 8955
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1.2 Intel® Communications Chipset 89xx Series SKU Definition
Table 1-1 provides a high-level summary of the Chipset 89xx Series PCH SKUs.
e Intel® Communications Chipset 89xx Series.
— DH89xxCC includes Chipset 89xx Series SKUs where 8900 < SKU < 8920
— DHB89xxCL includes Chipset 89xx Series SKUs where 8925 < SKU < 8955
Table 1-1. Intel® Communications Chipset 89xx Series SKUs
DH89xxCC DH89xxCL
Devices
DH8900CC | DH8903CC | DH8910CC | DH8920CC | DH8925CL | DH8926CL | DH8950CL | DH8955CL
PCIe EndPoint
(max width) x4 x8 x16
Virtual Function
SR-IOV) for
Intel®QuickAssist 0 16 32
Technology Services
GbE 0
SATA 2
usB 6
Normal Mode TDP (W) 8.5 9.5 11 12 17 20
End Point Mode I\?v'; 5.7 6.7 8.2 9.2 14.2 17.2
Non-End Point Mode
TDP (W) 28
TyuncTIoN-Max (°C) 103
TyuncTion-min (°C) 0

Notes:
1.
2.

April 2014

Contact your local Intel Field Sales Representative for currently available PCH SKUs.
Table 1-1 shows feature differences between the PCH SKUs. If a feature is not listed in Table 1-1, it is
considered as a base feature that is included in all SKUs.
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Differences Between DH89xxCC and DH89xxCL SKUs

1.3
This document merges the design requirements for all existing Intel® Communications
Chipset 89xx Series. However, since the DH89xxCL SKU may be used in existing
DH89xxCC SKU based designs, Table 1-2 points out the chapters, sections, tables and
figures in the document where requirements differ between the two PCHs.
Table 1-2. Summary of Differences between DH89xxCC and DH89xxCL SKUs
Chapter Section Figure Table Comment
: : PCH Modes of Operation Block
Chapter 2.0, Section 2.1 Figure 2-1 :
“Archite:cture Diagram
Overview Section 2.2 Figure 2-2 PCH Architecture Block Diagram
Chapter 3.0, Table 3-3 PCH PCI Device Summary
“PCH Platform
Memory and Section 3.6.2
Device Table 3-4 EndPoint (EP) PCI Device Summary
Configuration”
Chapter 19.0, Section 19.1.3 Figure 19-1 PCIe* EP Interface Block Diagram
“PCI Express* I ook
EndPoint ; . _ EP Functional Description Bloc
Introduction” Section 19.1.4 Figure 19-2 Diagram
Chapter 20.0,
“PCIe Endpoint . .
Function 0 Section 20.2.2.18 Table 20-23 PCH SKU Register
Registers”
PCH Interface Signals Block Diagram
Section 32.2 Figure 32-1 (Refer to Note 1 at the bottom of
Figure 32-1)
Table 32-4 SerDes/SGMII Interface Signals
Table 32-5 SFP Interface Signals
Chapter 32.0, Section 32.6 Table 32-6 GbE EEPROM Interface Signals
“Signal Table 32-7 GbE SMBus Interface Signals
Descriptions”
Table 32-8 LED, Software Defined, Misc. Signals
Section 32-22 Table 32-24 Clock Input Interface Signals
Section 32-24 Table 32-27 Strapping Signals
Section 32.25 Table 32-28 Reserved Signals
Section 32.26 Table 32-29 Power and Ground Signals
Chapter 33.0,
Table 33-3 Maximum ICC Supply Current

“Electrical
Characteristics”

Section 33.3

Intel® Communications Chipset 89xx Series - Datasheet

86

April 2014
Order Number: 327879-005US



intel)

1.4 Document Organization

This document begins with a description of the Intel® Communications Chipset 89xx
Series PCH product line architecture, building blocks and usage models for the product
line as well as their high-level programming model and memory map. The overview
chapter also reviews the block diagram and defines external and internal interfaces.
The document is organized into four volumes:

e Volume 1 - Overview and PCH Interfaces
¢ Volume 2 - PCle Endpoint and Gigabit Ethernet
Volume 3 - Test Features

Volume 4 - Technical Specifications

Intel® Communications Chipset 89xx Series - Datasheet
April 2014
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1.5 Referenced Documents and Related Websites

Table 1-3. Referenced Documents

Document Title Location

Advanced Configuration and Power Interface (ACPI)

Specification http://www.acpi.info/

Intel Corporation, Enhanced Host Controller Interface

Specification for Universal Serial Bus http://www.intel.com/technology/usb/ehcispec.htm

Intel Corporation, High Precision Event Timers

(HPET) Specification http://www.intel.com/hardwaredesign/hpetspec.htm

Intel Corporation, Low Pin Count (LPC) Interface http://www.intel.com/design/chipsets/industry/Ipc.ht
Specification m

Intel Corporation, Enhanced Host Controller Interface

(EHCI) Specification http://www.intel.com/technology/usb/ehcispec.htm

Intel Corporation, Universal Serial Bus (USB)

Specification http://www.intel.com/technology/usb/spec.htm

Intel Corporation, USB2 Debug Device Functional http://www.intel.com/technology/usb/download/Deb
Specification ugDeviceSpec_R090.pdf
JEDEC Specification http://www.jedec.org/default.cfm

Serial ATA Specification https://www.sata-io.org/developers/purchase_spec.a

sp
SMBus Specification http://www.smbus.org/specs/
Universal Serial Bus Specification 1.1 and 2.0 http://www.usb.org/developers/docs/
Table 1-4. Related Websites
Specification or Technology Website

PIRQ routing table information http://www.microsoft.com/whdc/archive/pciirq.mspx

ACPI and related specifications http://www.acpi.info/spec.htm

AT Attachment-6 with Packet Interface (ATA/ATAPI-6) | http://T13.org (T13 1410D)

http://www.phoenix.com/en/customer+services/whit

BIOS boot specifications e+papers-specs/

PCI and PCI Express* related specifications http://www.pcisig.com/specifications

http://www.microsoft.com/whdc/resources/respec/s

Power management specifications pecs/pmref/default.mspx

Intel® Communications Chipset 89xx Series - Datasheet
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1.0

1.6 Acronyms

intel.

This section describes acronyms that are used throughout this document.

Table 1-5. Acronym Table (Sheet 1 of 3)

Term

Description

ACPI

Advanced Configuration and Power Interface Specification, an industry specification of the
common interfaces enabling robust operating system (0OS)-directed motherboard device
configuration and power management of both devices and entire systems.

AHCI

Advanced Host Controller Interface, an industry specification of the interface between
memory and SATA devices.

ARP

Address resolution protocol

ASF

Alert Specification Format. This is the next generation of “Alert on LAN*” implementation.

BAR

PCI Base Address Register used to define the base and limit of an I/O or memory region
assigned to a PCI device.

BER

Bit Error Rate

BGA

Ball Grid Array

CMC

Common Mode Choke

CcM

Coherent Memory

CNR

Communications and Networking Riser

CRC

See Cyclic Redundancy Check in Table 1-6.

DDP

Direct Data Placement Protocol

DDR

DDR SDRAM (Double Data Rate Synchronous Dynamic Random Access Memory) is a
system memory technology.

DED

Double-bit Error Detect

DMA

See Direct Memory Access in Table 1-6.

DW

Double Word. A legacy reference to 32 bits of data on a naturally aligned four-byte
boundary (for example, the least significant two bits of the byte address are b00). This is
a legacy term used by PCI and must not be used other than in that context.

ECC

Error Checking and Correction

EMI

Electro Magnetic Interference

EMTS

Electrical Mechanical Thermal Specification used for processor specifications.

ESD

Electrostatic Discharge

FRU

Field Replaceable Unit

FS

Full-speed. Refers to USB.

GbE

Gigabit Ethernet

GigE

Gigabit Ethernet

HBA

Host Bus Adapter - necessary when connecting a peripheral to a computer that doesn’t
have native support for that peripheral’s interface.

HCD

Host Controller Device - USB interface for programmers

HECBASE

PCI Express Enhanced Configuration Base Register

HPET

High Precision Event Time (HPET) - The IA-PC HPET Architecture defines a set of timers
that can be used by the operating system. The timers are defined such that the OS may
be able to assign specific timers to be used directly by specific applications. Each timer

can be configured to generate a separate interrupt.

HSI

High Speed Interface. Refers to USB.

IA

Intel Architecture instruction set commonly known as “x86”

IA-CPU

IA-CPU, IA Complex and IA Processor are the same terminology

April 2014
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Table 1-5.

Acronym Table (Sheet 2 of 3)

Term Description
INTx Legacy PCI interrupt architecture that encodes interrupts on one of four side-band signals
(INTA, INTB, INTC, and INTD).
e Input/Output.
1/0 e When used as a qualifier to a transaction type, specifies that transaction targets
Intel® architecture-specific I/O space (for example, I/O read).
IP Internet Protocol
ISA See Industry Standard Architecture in Table 1-6
LML Latency Measurement Logic
LPC Low Pin Count
LS Low-speed. Refers to USB.
LSb Least Significant Bit
LSB Least Significant Byte
ME Management Engine
MMIO Memory Mapped 1/0
MSb Most Significant Bit
MSB Most Significant Byte
MSI Message-signaled interrupt that encodes interrupts as an in-band 32-bit write transaction.
MTBF Mean Time Between Failures
NCM Non Coherent Memory
NIC Network interface controller
oS Operating system.
OSPM Operating system directed Power Management
P2p See Peer-to-Peer in Table 1-6
PCH Platform Controller Hub
Peripheral Component Interconnect Local Bus. A 32- or 64-bit bus with multiplexed
PCI address and data lines that is primarily intended for use as an interconnect mechanism
within a system between processor/memory and peripheral components or add-in cards.
PCM Pulse Code Modulation

PDP Platform

PECI-to-DIMM Processor (PDP) based platform: Platforms based on CPUs with integrated
SMBuses to DIMMs. The PCH collects DIMM Thermal Data via the PECI interface to the
Processor

PEC Packet Error Checking. This is an SMBUS 2.0 feature.
POC Power-on-configuration
QAT Intel® QuickAssist Technology
RASUM Eﬁalli?abciltié\r/i,se\clgiIoabeiIEi:tI}\ll,efse.rviceability, Usability, and Manageability, which are important
RCBA Root Complex Base Address.
RCRB Root Complex Register Block, as defined in the PCI Express Specification v1.0a.
RDMA Remote Direct Memory Access
RFL Receive FIFO Level
RMW Read-Modify-Write operation
RTC Real-Time Clock
RTCRESET# Signal that resets the RTC well (but does not clear the RTC RAM memory contents).
SATA Serial Advanced Technology Attachment

Intel® Communications Chipset 89xx Series - Datasheet
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Table 1-5. Acronym Table (Sheet 3 of 3)

Term

Description

SATA*

Serial ATA, an industry specification of the interface for storage controllers and devices.

SDP Platform

SMBus-to-DIMM Processor (PDP) based platform: Platforms based on CPUs without
integrated SMBuses to DIMMs. The PCH collects DIMM Thermal Data via the platform
internal Host SMBus interface to the DIMMs

SEC

Single-bit Error Correct

SEC/DED

Single Error Correct/Double Error Detect - A specific data protection algorithm that
distributes data and ECC across 144 bits. Enables correction of single bit errors. Allows
detection of double bit errors.

SMM

System Management Mode

SPD

Serial Presence Detect

STR

Suspend To Ram

TAP

Test Access Port used for testability and debug of the component.

TCO

Total Cost of Ownership

TCP

Transmission Control Protocol

TDR

Time Domain Reflectometry

TFL

Transit FIFO Level

TID

See Transaction Identifier in Table 1-6

usB

Universal Serial Bus

VSCC

Vendor Specific Component Capabilities

WDT

Watch Dog Timer

XX

Classification used to describe a register’s reset value when the value of the register is
indeterminate. Certain registers’ value at reset does not have a default value, therefore it
is unknown what the value will be.

April 2014
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Table 1-6.

Glossary

This section presents a glossary for this document.

Glossary Table (Sheet 1 of 5)

Term

Definition

Agent

A logical device connected to a bus or shared interconnect that can either
initiate accesses or be the target of accesses.

ALT Access Mode

Mode to allow the reading of write-only registers, usually used when
saving/restoring register content for power management sleep state
implementations.

Any plane-split, void or cutout in @ Vcc or GND plane is referred to as an

Anti-Etch anti-etch.
Asserted Signal is set to a level that represents logical true.
e An event that causes a change in state with no relationship to a clock
signal.
Asynchronous

e When applied to transactions or a stream of transactions, a classification
for those that do not require service within a fixed time interval.

Atomic operation

A series of two or more transactions to a device by the same initiator which
are guaranteed to complete without intervening accesses by a different
master. Most commonly required for a read-modify-write (RMW) operation.

Buffer

e A random access memory structure.

e The term I/0O buffer is also used to describe a low-level input receiver
and output driver combination.

Cx States

Processor power states (Cx states) are processor power consumption and
thermal management states within the global working state, GO.

e CO0: Processor power state - While the processor is in this state, it
executes instructions.

e C1: Processor power state - This power state has the lowest latency.
The hardware latency in this state must be low enough that the
operating software does not consider the latency aspect of the state
when deciding whether to use it.

e (C2: Processor power state - This state offers improved power savings
over the C1 state. The worst-case hardware latency for this state is
provided via the ACPI system firmware and operating software can use
this information to determine when the C1 state should be used instead
of the C2 state.

e (C3: Processor power state - This state is not supported. The C3 state
offers improved power savings over the C1 and C2 states. The
worst-case hardware latency for this state is provided via the ACPI
system firmware and the operating software can use this information to
determine when the C2 state should be used instead of C3 state. While
in the C3 state, the processor’s caches maintain state but ignore any
snoops.

Cache Line

The unit of memory that is copied to and individually tracked in a cache.
Specifically, 64 bytes of data or instructions aligned on a 64-byte physical
address boundary.

Cfg

Used as a qualifier for transactions that target PCI configuration address
space.

Character

The raw data byte in an encoded system (for example, the 8b value in a
8b/10b encoding scheme). This is the meaningful quantum of information to
be transmitted or that is received across an encoded transmission path.

Coherent (C)

Transactions that ensure that the processor’s view of memory through the
cache is consistent with that obtained through the I/O subsystem. In
Chipset 89xx Series PCH, Coherent (C) memory regions are coherent with
IA caches when accessed from AIOC agents. Accesses to these memory
regions enter the memory system through the IMCH. Memory regions that
are coherent with IA caches must be accessible to the IA CPU

Command

The distinct phases, cycles, or packets that make up a transaction. Requests
and Completions are referred to generically as Commands.
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92

April 2014
Order Number: 327879-005US



intel.

Table 1-6. Glossary Table (Sheet 2 of 5)

Term Definition

A packet, phase, or cycle used to terminate a Transaction on a interface, or
Completion within a component. A Completion will always refer to a preceding Request
and may or may not include data and/or other information.

Core Power Well Main system power, turns off in S3 - S5

A number derived from, and stored or transmitted with, a block of data in
order to detect corruption. By recalculating the CRC and comparing it to the
value originally transmitted, the receiver can detect some types of
transmission errors.

Cyclic Redundancy Check

Deasserted Signal is set to a level that represents logical false.

A processor bus Split Transaction. The requesting agent receives a Deferred
Response which allows other transactions to occur on the bus. Later, the
response agent completes the original request with a separate Deferred
Reply transaction.

Deferred Transaction

A transaction where the target retries an initial request, but unknown to the
initiator, forwards or services the request on behalf of the initiator and
stores the completion or the result of the request. The original initiator
subsequently reissues the request and receives the stored completion.

Delayed Transaction

Method of accessing memory on a system without interrupting the

Direct Memory Access processors on that system.

Describes commands or data flowing away from the processor-memory
complex and toward I/0. The terms Upstream and Downstream are never
Downstream used to describe transactions as a whole. (for example, Downstream data
may be the result of an Outbound Write, or an Inbound Read. The
Completion to an Inbound Read travels Downstream.)

A connection or channel that allows data or messages to be transmitted in

Full Duplex opposite directions simultaneously.
Gb/s Gigabits per second (10° bits per second)
GB/s Gigabytes per second (10° bytes per second)

An operation is said to be globally visible when all side-effects of the
operation are visible to every observer in the system. For example, a write
Global visibility to some resource (for example, memory location, control register, etc.) R
achieves global visibility when a read of R by all other agents is guaranteed
to return the new value.

Global system states (Gx states) apply to the entire system and are visible
to the user.

e G3: Mechanical off - A computer state that is entered and left by a
mechanical switch. It is implied by the entry of this off state through a
mechanical means that no electrical current is running through the
circuitry and that it can be worked on without damaging the hardware
or endangering service personnel.

e (G2/S5: Soft Off - A computer state where the computer consumes a
minimal amount of power.

e G1: Sleeping - A computer state where the computer consumes a small
amount of power, user mode threads are not being executed, and the
system “appears” to be off (from an end user’s perspective, the display
is off, and so on).

e GO: Working - A computer state where the system dispatches user
mode (application) threads and they execute. In this state, peripheral
devices are having their power state changed dynamically.

Gx States

A connection or channel that allows data or messages to be transmitted in

Half Duplex either direction, but not simultaneously.

A snoop-initiated data transfer from the bus agent with the modified Cache

Implicit Writeback Line to the memory controller due to an access to that line.
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Table 1-6.

Glossary Table (Sheet 3 of 5)

Term Definition
A transaction where the request destination is the processor-memory
complex and is sourced from I/O. The terms Inbound and Outbound refer to
Inbound transactions as a whole and never to Requests or Completions in isolation.

(for example, an Inbound Read generates Downstream data, whereas an
Inbound Write has Upstream data. Even more confusing, the Completion to
an Inbound Read travels Downstream.)

Industry Standard Architecture

A 16-bit bus architecture associated with the IBM AT motherboard designed
to connect motherboard circuitry to expansion card devices that is now

(ISA) considered Legacy.
The source of requests. [IBA] An agent sending a request packet on 3GIO is
Initiator referred to as the Initiator for that Transaction. The Initiator may receive a
completion for the Request. [3GIO]
A special legacy mode to support ISA-based devices which have been
ISA Regime integrated into the chipset. It opens a dedicated channel from the peripheral
g device to the processor bus. While in this mode, the legacy device is granted
exclusive accesses to memory and the ability to use Tenured Transactions.
A classification of transactions or a stream of transactions that require
Isochronous service within a fixed time interval.
Lane A set of differential signal pairs, one pair for transmission and one pair for
reception. A by-N Link is composed of N Lanes.
A level of abstraction commonly used in interface specifications as a tool to
Layer group elements related to a basic function of the interface within a layer and
to identify key interactions between layers.
Legac Functional requirements handed down from previous chipsets, or PC
gacy compatibility requirements from the past.
Link The collection of two Ports and their interconnecting Lanes. A Link is a dual
simplex communications path between two components.
LPC Bus Low Pin Count connection used to connect to the super I/0 device.
Master A device or logical entity that is capable of initiating transactions. A Master is
any potential Initiator.
Mbyte/s Megabytes per second (108 bytes per second)
Mem Used as a qualifier for transactions that target memory space. (for example,

a Mem read to I/0.)

Metastability

A characteristic of flip flops that describes the state where the output
becomes non-deterministic. Most commonly caused by a setup or hold time
violation.

Multi Media Timer (MMT)

See High Precision Event Timer (HPET) in Table 1-5.

Non-Coherent

Transactions that may cause the processor’s view of memory through the
cache to be different than that obtained through the I/O subsystem.

North

Usually refers to bridges. The bridge or device that is closer to the
processor-memory complex.

Ordering

Refers to the order in which signals and/or memory accesses to different
locations must reach global visibility to ensure some behavior. This excludes
the “ordering” necessary to prevent data hazards which are accesses to the
same location.

Outbound

A transaction where the request destination is I/O and is sourced from the
processor-memory complex. The terms Inbound and Outbound refer to
transactions as a whole and never to Requests or Completions in isolation.
(for example, an Outbound Read generates Upstream data, whereas an
Outbound Write has Downstream data. Even more confusing, the
Completion to an Outbound Read travels Upstream.)

OWord

128 bits of data on a naturally aligned sixteen-byte boundary (for example,
the least significant four bits of the byte address are b”0000"). This is the
native size of the IMCH datapath.
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Table 1-6. Glossary Table (Sheet 4 of 5)

Term Definition

The indivisible unit of data transfer and routing, consisting of a header, data,

Packet and CRC.

PCIRST#. This is the secondary PCI Bus reset signal. It is a logical OR of the
PCI Reset primary interface PLTRST# signal and the state of the Secondary Bus Reset
bit of the Bridge Control register (D30:F0:Reg3Eh[6]).

Transactions that occur between two devices independent of memory or the

Peer-to-Peer
processor.

ILB asserts PLTRST# to reset devices that reside on the primary PCI bus.
The ILB asserts PLTRST# during power-up and when a hard reset sequence
Platform Reset is initiated through the CF9h register. PLTRST# is driven inactive a minimum
of 1 ms after both PWROK and VGATE are driven high. PLTRST# is driven for
a minimum of 1 ms when initiated through the CF9h register.

From Greek, meaning almost synchronous. Describes signals that have the
same nominal digital rate, but are synchronized on different clocks. Any
variation in rate is constrained within specified limits, which allows a device
Plesiochronous to process the data signal without buffer underflow or overflow by making
periodic compensating adjustments that repeat or delete dummy data bits.
However, there is no limit to the phase difference that can accumulate
between the signals over time.

e Logically, an interface between a component and a PCI Express Link.

Port e Physically, a group of Transmitters and Receivers located on the same
chip that define a Link.

A Transaction that is considered complete by the initiating agent or source
before it actually completes at the Target of the Request or destination. All
agents or devices handling the Request on behalf of the original Initiator
must then treat the Transaction as being system visible from the initiating
interface all the way to the final destination. Commonly refers to memory
writes.

Posted

Method of messaging or data transfer that predominately uses writes
Push Model instead of reads.

Queue A first-in first-out (FIFO) structure.

e The Agent that receives a Packet across an interface regardless of
whether it is the ultimate destination of the packet.

e More narrowly, the circuitry required to convert incoming signals from
the physical medium to more perceptible forms.

Receiver

A packet, phase, or cycle used to initiate a Transaction on a interface, or

Request within a component.

The contents or undefined states or information that are not defined at this
time. Using any reserved area is not permitted. Reserved register bits must
Reserved be set to 0. However, when stated, there may be specific instances where a
reserved register is either non-zero, or there may be a requirement to make
it non-zero.

Trickle from power supply, only turns off when power is disconnected from

Resume Power Well
wall.

Signal that resets the parts of the PCH in the resume power well, generated

Resume Reset when the trickle supply turns on.

Powered by a coin cell battery and only turns off when the battery is
RTC Power Well drained. Powers the RTC and some resume events.
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Table 1-6.

Glossary Table (Sheet 5 of 5)

Term

Definition

Sx States

Sleeping states (Sx states) are types of sleeping states within the global
sleeping state, G1.

e S5: Soft Off state. The main memory power plane is shut down in
addition to the clock synthesizer and core well power planes for the
processor and CMI. The CMI resume well is still powered.

e S4: Sleeping state - This state is only used to transition to or from the
S5 state. The S4 state is not a supported power management
state in CMI.

e S3: Suspend to RAM (STR) state - The clock synthesizer and core well
power planes for the processor and CMI are shut down, but the main
memory power plane and the CMI resume well remain active. All clocks
from synthesizers are shut down during the S3 state.

e S0: Awake state - Power Management state when all power planes are
active.

Simplex

A connection or channel that allows data or messages to be transmitted in
one direction only.

SMBus

System Management Bus. A two-wire interface through which various
system components may communicate.

Snooping

A means of ensuring cache coherency by monitoring all memory accesses on
a common multi-drop bus to determine if an access is to information
resident within a cache.

South

Usually refers to bridges. The bridge or device that is further from the
processor-memory complex.

South Port

The PCI Express downstream root port(s) on the ILB.

Split Lock Sequence

A sequence of transactions that occurs when the target of a lock operation is
split across a processor bus data alignment or Cache Line boundary,
resulting in two read transactions and two write transactions to accomplish a
read-modify-write operation.

Split Transaction

A transaction that consists of distinct Request and Completion phases or
packets that allow use of bus, or interconnect, by other transactions while
the Target is servicing the Request.

An expanded and encoded representation of a data Byte in an encoded

Symbol system (for example, the 10b value in a 8b/10b encoding scheme). This is
the value that is transmitted over the physical medium.
Symbol Time The amount of time required to transmit a symbol.
Target A device that responds to bus Transactions. The agent receiving a request

packet is referred to as the Target for that Transaction.

Tenured Transaction

A transaction that holds the bus or interconnect until complete, effectively
blocking all other transactions while the Target is servicing the Request.

Transaction

An overloaded term that represents an operation between two or more
agents that can be comprised of multiple phases, cycles, or packets.

Transaction Identifier

A multi-bit field used to uniquely identify a transaction. Commonly used to
relate a Completion with its originating Request in a Split Transaction
system.

Transmitter

e The Agent that sends a Packet across an interface regardless of whether
it was the original generator of the packet.

e More narrowly, the circuitry required to drive signals onto the physical
medium.

Upstream

Describes commands or data flowing toward the processor-memory complex
and away from I/O. The terms Upstream and Downstream are never used to
describe transactions as a whole. (for example, Upstream data may be the
result of an Inbound Write, or an Outbound Read. The Completion to an
Outbound Read travels Upstream.)

88§
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2.0 Architecture Overview

2.1 Introduction

The PCH targets communications and embedded platforms. These product’s stringent
performance, power, and cost targets can be met by integrating common platform
components, adding on-chip hardware accelerators.
Systems based on the PCH include four major blocks:

e One or more IA CPU cores

e IA-compatible memory and I/O controller hubs

e On-chip memory and controllers for external memory

¢ A model-specific communications complex

Examples of such communications-oriented functions are:
e PCI Express target
e Ethernet
¢ Protocol acceleration hardware:
— Intel® QuickAssist Integrated Accelerators
— Security accelerationor bulk encryption, hashing, public/private key generation,
and compression.

From a system standpoint, Chipset 89xx Series can be most easily described as a PCH
that includes both standard PC interfaces (for example, PCI Express Root Complex,
SATA*, USB*, etc.) along with Intel® QuickAssist Technology and GbE interfaces.

The PCH can be accessed by the IA processor via two interfaces: a DMI interface that
provides connectivity to the standard PC interfaces and a PCI Express interface that
provides connectivity to the PCH’s PCI Express End Point (EP) for Intel® QuickAssist
Technology and access to the GbE MACs. These interfaces are not dependent on one
another and can be used independently in a system. This offers three modes in which
the PCH can be used:
¢ Normal Mode (via DMI and PCI Express EP Interfaces)
For PC Interfaces, GbE & Intel® QuickAssist Technology

e End Point Mode (via PCI Express EP Interface Only)
For GbE & Intel® QuickAssist Technology

¢ Non-End Point Mode (via DMI Interfaces Only)
For PC Interfaces

Note: GbE MAC functionality is SKU dependant.
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In this document:
e Chipset, Platform Controller Hub, and PCH are used as generic references to the

Intel® Communications Chipset 89xx Series.
e Intel® Communications Chipset 89xx Series.

— DHB8900CC includes Chipset 89xx Series SKUs where 8900 < SKU < 8920
— DHB8900CL includes Chipset 89xx Series SKUs where 8925 < SKU < 8955

Figure 2-1.

PCH Modes

PCI Express EP

To CPU

DMI Interface

PCI Express EP

To CPU

DMI Interface (N/C)

PCI Express EP (N/C)

To CPU

DMI Interface

Normal Mode

Intel® QuickAssist Technology &
GbE MACs

PC Interfaces

89xx Series PCH

End Point Mode

Intel® QuickAssist Technology &
GbE MACs

PC Interfaces
Not Powered

89xx Series PCH

Non-End Point Mode

Intel® QuickAssist Technology &
GbE MACs
Not Powered

PC Interfaces

89xx Series PCH

Note: Functions in RED are not available on the DH8900CL devices.
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PCH Architecture Overview
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This section provides an overview of the PCH architecture. Section 2.2.1, "PCH Block
Summary” gives a high-level summary for each of the major blocks and their internal
interfaces. Section 2.2.2, "PCH External Interfaces” reviews PCH's external chip

interfaces and internal block gear ratios.

The following figure shows the major PCH blocks.

Figure 2-2. PCH Block Diagram

April 2014
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Note: Functions in RED are NOT available in the DH89xxCL devices.
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Table 2-1.

PCH Block Summary

The PCH has two major interfaces to the IA processor: the PCle* interface for Intel®
QuickAssist Technology and GbE MACs and the DMI interface or standard PCIO

interfaces.

PCH External Interfaces

Table 2-1 summarizes the key features of PCH’s external interfaces. Specific products
may elect to make a subset of these interface visible based on their needs and

requirements.

PCH External Interface Summary

Name Qty. Description
PCI Express* Supports x1, x4, x8, or x16 widths! and provides the primary interface into the
(Gen2 E?wd oint) 1 PCH’s PCIe* Endpoint for GbE and services. This interface is Gen2 capable. The
! P PCH has no parallel PCI interface.
DMI 2.0 Genl 1 Supports x4 width and provides the primary interface into the PCH’s Legacy I/0.
. . a 10/100/1000 Gigabit Ethernet? MACs with SGMII interface. Each of the ports
Gigabit Ethernet 4 support IEEE 1588 time synchronization.
MDIO 42 MDIO/I2C support the configuration of PHY or SFP.
PCI Express Supports 4x1, 2x2, 1x2 + 2x1, or 1x4 configurations. This interface is PCI
Geni (FI)‘OOt) 1-4 Express 2.0 Compliant, operating at Gen1 speed (2.5 GT/s). The PCH has no
parallel PCI interface.
USB* 2.0 1 Universal Serial Bus 2.0 host controller interface, supports six USB* ports (shared
) with USB* 1.1 ports)
USB* 1.1 1 Universal Serial Bus 1.1 host controller interface, supports six USB* ports (shared
’ with USB* 2.0 ports)
SATA* 2 SATA* 1.0 or 2.0 used to attached external hard drives.
LPC 1 Low Pin Count Bus (LPC) interface.
SPI 1 Serial Peripheral Interface (SPI). Used for boot device.
GPIO 203 Programmable General Purpose I/O (GPIO) pins. Of the pins, many have
alternate functions defined.
SMBus/12C 2 I12C compatible SMBus2.0 connections.
UART > 16550 compatible asynchronous serial ports that support data rate of at least

115Kbits/sec.

1. SKU dependent

2. See the Supported Ethernet PHY Device for the PCH.

3. Dedicated.
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100% IA platform compatibility allows applications and operating systems to
scale-down from mainstream IA products to Chipset 89xx Series-based products. The
ability to deploy an unmodified binary IA operating system with existing IA device
drivers for third party PCI Express devices on a Chipset 89xx Series-based product is
critical.

IA Compatibility

From an operating system developer's perspective, a Chipset 89xx Series-based
product manifests itself like a new IA chipset and not as an entirely different platform.
That is, devices can be enumerated and configured via existing PCI configuration
mechanisms, signaling and ordering follow established PCI rules, expected legacy IA
chipset features such as interrupt and DMA controllers, timers, real-time clock and
ACPI power management interfaces are supported. While most communications and
embedded applications live on modern 32-bit operating systems (Linux, BSD, VxWorks,
QNX, etc.), support for 8/16 bit environments seems unnecessary. However, many
users of the IA legacy functionality exist.

88
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3.0 PCH Platform Memory and Device Configuration
3.1 Overview
This chapter presents the views of the major address spaces and device configuration
structures as seen by various internal and external agents in a PCH system. Three
related aspects are covered:
e The memory maps seen by various internal and external agents in a PCH system.
e The endianess seen by various agents in a PCH system and mechanisms PCH uses
to allow communication between agents with different endianess expectations.
e The PCI configuration infrastructure for the PCH, which the PCH exposes through its
memory maps.
3.1.1 Configuration Objectives
The PCH device and configuration model blends the architectures of many disparate
components into a unified whole. The major goals for the device configuration and
access architecture include:
e Provide a configuration and access model that is aligned with existing IA platform
algorithms.
e Support a unified address space model.
The IA is the primary agent responsible for device configuration. This is true across all
supported SKU configurations.
To provide device configuration and operation capabilities that are aligned with the IA
platform, the PCH exposes the devices through PCI devices or functions.
Figure 3-1. Device-Centric Logical View of PCH Devices

< PCIl Bus 0 PCBIiS?AOOt
PCI Host <>
Bl’idge SATA USB e e e Legacy PCle* EndPoint

Intel® .
<> QuickAssist GbE

Accelerator
IA CPU
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In this approach, the PCH extends the hardware blocks that make up the PCle*
Endpoint to allow them to materialize as a collection of PCI functions. This allows the IA
to use existing system software to discover, enumerate, and operate all devices in the
chip. The PCIe* Endpoint is not built around a PCI fabric, but rather, layers PCI
abstractions on top of existing infrastructure.

Terminology and Conventions

Throughout this chapter, the generic term “device” refers to either a PCI device or a
function of a PCI device. The text will be explicit when the distinction between device
and function is important.

Addresses are always in hexadecimal and broken into 16-bit segments, such as
0_FEED_BEEF. When the distinction is important and not obvious, addresses are
subscripted with “V”, “P”, or *S” for virtual, physical, or system address spaces.

IA Platform Infrastructure

The PCH provides an IA platform infrastructure with respect to endianess, address
spaces and memory maps, configuration, etc.

This section focuses on the IA views and expectations around the endianess, address
spaces and memory maps, and configuration for a basic IA platform. The PCH operates
within this framework.

Later sections in this chapter and volumes discuss the specifics of the PCH
implementation. These discussions highlight how and where the PCH differs from the
framework.

General IA Platform View of the Physical Address Space

The PCH operates within a standard IA physical address space. To support specific
processors, the PCH supports at least 46-bit physical address spaces. For more
information on the specific layout of the address space, consult the appropriate IA
documentation for the core that is used with the PCH.

IA Platform View of Configuration

The PCH is comprised of IA functional blocks that are exposed through a PCI
infrastructure. The PCH extends this PCI infrastructure to expose the functionality in
the PCIe* Endpoint, as described in Section 3.6, “"PCI Configuration” on page 106.

Before describing how the PCIe* Endpoint integrates with the IA-based PCH blocks, it is
helpful to consider how PCI exposes PCH functionality. Logically, the software-visible
sub-blocks of the PCH materialize as PCI devices and functions on PCI bus 0 of the
system through three independent address spaces:

e Configuration Space: Each function of each device has at least 256B of
configuration space that is mapped to a fixed location based on bus, device and
function number (PCI Express devices can provide for larger configuration spaces).
This space provides system software with basic information on the device and
allows for device-independent configuration.
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e Memory-Mapped I/O (MMIO) and I/O Spaces: Each function of each device can
request up to six MMIO or I/0 regions of device-specified sizes to be mapped into
physical address space through base address registers in the configuration header.
System software selects the base address of each region. These spaces support
device-specific operation such as access to device-specific control registers.

In general, the IA uncore claims configuration accesses (for example, those accesses
that target configuration space) to some devices on bus 0 and routes configuration
accesses to the remaining devices to the PCH over the DMI interface using Type 0 PCI
configuration transactions.

3.3 High-Level Views

This section presents an overview of some of the general characteristics of the agents
that the various PCH memory maps expose.

3.3.1 Characteristics of External System Memory (DRAM)

The PCH operates in the standard IA physical address space. See the relevant IA CPU
documentation for more details on address space size and layout.

3.3.2 Characteristics of Internal and External Memories

Table 3-1 defines the supported operations by memory type. The table uses the
following notation to indicate the behavior of the PCH:

w_
° -

means the operation is not supported by the PCH.

e “S” implies that the operation happens as a single atomic! update to memory. In
other words, either the update is observable in its entirety or not at all.

e “"M” implies that the operation may happen as multiple updates to memory. In
other words, other agents can observe different parts of the affected memory
location change values in any order but the end state of the memory location will
be the desired value. This “flickering lights” effect makes such memory accesses
useless for multi-agent synchronization unless a semaphore or flag variable is used
to guard access to the shared location?.

This table only applies to aligned-to-size operations; that is, a 4-byte operation is
aligned to a 4-byte boundary, an 8-byte operation is aligned to an 8-byte boundary,
etc.)

1. In the sense that it cannot be divided into multiple smaller writes.
2. In guarding the location, visibility of the new flag must imply that the “flickering” has stopped.
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Table 3-1. Supported Operations by Memory Type

Operation IA CPU
Type Size [Bytes] IA WB Cacheable IA UC MMIO
1 S S S
2 S S
4 S S S
8 S S S
Read, Write
16 S M M
32 - - -
64 s - -
128 - - -
1 S M -
Atom 2 S M -
Read-Modify-Write
(Semaphore) 4 S M _
8 S M -
3.3.3 Characteristics of Device Configuration

To be able to leverage existing IA BIOS, Operating Systems, and power management
software, PCH’s configuration mechanisms follow existing IA platform approaches. Of
the two major complexes of the PCH:

e The PCH can use normal IA platform configuration algorithms.

e To interoperate with normal IA platform configuration algorithms, the PCle*
Endpoint must be configured by the IA processor.

To the extent possible, the configuration algorithms should be independent of the
specific topology to allow for maximum re-use of hardware and software designs.
Further, they should be forward-looking to support future platforms with address
spaces larger than 32 bits. This implies that control registers should be sized to allow
the device to perform an access anywhere in a 64-bit address space. The goal does not
require the device to be able to be a 64-bit target (for example, it need not support
64-bit BARs to allow its MMIO regions to materialize in PCI H).

With the PCH, the boot and configuration process is:
1. The IA boots from a FLASH device on the PCH SPI interface.

2. System software discovers and configures the devices and function on PCI bus 0 in
the PCH and PCle* Endpoint.

3. System software configures other buses on the system.

Once this process completes, the PCH and IA are ready for operation.

3.4 Memory Map for PCIe* Endpoint-Attached Devices

All PCIe* Endpoint-attached agents support independent target IDs that provide
independent address spaces. Agents that do not natively support 64-bit addressing are
mapped into the full 64-bit address space as defined in the following sections.
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Table 3-2.

3.6

3.6.1

Address Space Sizes of PCIe* Endpoint-Attached Devices

Address Space Size [b] Devices

50 Gigabit Ethernet MACs, PCIe* Endpoint

All addresses are zero-extended to 64-bits by definition.

PCH Endianness

The PCH operates in an IA platform environment that is little-endian.

PCI Configuration

This section presents an overview of the implementation that integrates the PCle*
Endpoint with the IA PCI infrastructure for configuration.

e PCI mechanisms (configuration space, memory-mapped I/O spaces, and I/O
spaces) expose state for configuration.

e The IA-32 core performs all system configuration and initialization.

e The IA-32 core configures the PCIe* Endpoint using standard IA platform
algorithms (for example, PCI-based discovery, enumeration, and configuration)
with modifications for the specific mix of functionality that the PCH instantiations
provide.

e The GbE MACs and other sub-blocks appear as PCI functions of a PCI Endpoint and
allow the use of the standard PCI discovery, enumeration, and configuration
algorithms (this implies, for example, corresponding PCI configuration headers,
etc.).

¢ A PCH-specific user driver handles interaction with external non-PCI agents
attached to PCH through its PCle* Endpoint I/O interfaces. That is, the PCH user
driver, not BIOS, will “discover” and operate any such devices. Since these devices
do not implement PCI semantics, it is expected that they will not allocate MMIO
regions beyond those already allocated for the PCI view of the appropriate PCle*
Endpoint function.

e The O/S always allocates an aperture in the memory map for any PCI device that
defines one or more BARs, even if the device is unknown to the O/S at discovery.

Overview

The PCH integrates the legacy PC Interfaces (DMI section) and PCle* Endpoint into the
PCI fabric as Figure 3-2 shows. This figure presents a logical view of the system and
does not show exact physical connectivity nor the exact fabrics.
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Figure 3-2. Attaching PCH to the PCI Fabric (Logical Perspective)

3.6.2
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In the figure above, PCI bus 0 originates in the CPU die and reaches internal PCI
devices through internal paths. Bus 0O is bridged into the PCH via an DMI interconnect
and into the PCIe* Endpoint via a subset of the PCI Express lanes on the CPU die. The
PCI Express Endpoint materializes the individual functions of the endpoint device on
bus M as the figure illustrates.

Device Tree

The PCIe* Endpoint implements the function semantics, effectively mediating accesses
between PCI bus M and its functions.

Devices and functions can request space in the system memory and I/O address maps
through BARs in the configuration header. In general, the PCH materializes most device
control and status registers in memory-mapped regions allocated by a BAR. The only
exception lies in the standard PCI configuration, status, and capability registers that
PCI requires which materialize only in PCI configuration space.

The remainder of this section summarizes the device tree that the PCH implements.
This summary includes a mapping between PCI devices and the PCH blocks along with
the value of the device ID, class code, and a summary of the resources (for example,
registers, memory, etc.) that each device requests.

The following table summarizes the PCI devices that the PCH materializes.
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Table 3-3. PCH PCI Device Summary
PCI
Device Name B/D/F! DH89xxCC | DH89xxCL
Device ID Device ID
PCIe* Function Subtractive decode B0:D28:Fn 0x244E 0x244E
PCIe* Function Subtractive decode B0:D28:Fn 0x2448 0x2448
LPC Interface B0:D31:FO 0x2310 0x2390
SATA* Controller #1: AHCI, supporting 2 ports B0:D31:F2 0x2323 0x23A3
SATA* Controller #2: IDE, supporting 2 ports B0:D31:F5 0x2326 0x23A6
SMBus Controller B0:D31:F3 0x2330 0x23B0
Thermal Subsystem B0:D31:F6 0x2332 0x23B2
0x2334 0x23B4
* . .
USB* 2.0 Controller B0:D29:F0 0x2335 Ox23B5
0X2342 0x23C2
PCI-Express Root Port #1 B0:D28:F0 0x2343 0x23C3
0x2344 0x23C4
PCI-Express Root Port #2 B0:D28:F1 0x2345 0x23C5
0x2346 0x23C6
PCI-Express Root Port #3 B0:D28:F2 0x2347 0x23C7
0x2348 0x23C8
PCI-Express Root Port #4 B0:D28:F3 0x2349 0x23C9
WDT Timer for per core reset B0:D31:F7 0x2360 0x23EO0
Intel® Management Engine Interface #1 (MEI #1) B0:D22:F0 0x2364 0x23E4
Intel® Management Engine Interface #2 (MEI #2) B0:D22:F1 0x2365 0x23E5
1. PCI bus number, device number, and function number.
Table 3-4. EP PCI Device Summary
PCI
Device Name B/D/F! DH89xXCC DH89xxCL
Device ID Device ID
PCle* Endpoint & IQAT BM:DD:FO 0x0434 0x0435
GbE, Port 0 BM:DD:F1 0x0436
GbE, Port 1 BM:DD:F2 0x0438
0x043A N/A
GbE, Port 2 BM:DD:F3 0x043C
GbE, Port 3 BM:DD:F4 0x04402
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Table 3-5. DH89xxCC GbE PCI Device ID Summary

P
0x0436 Default DID - this is not handled in the OS network driver.
0x0438 DH8900CC Series Gigabit Network Connection.
0x043A DH8900CC Series Gigabit Fiber Network Connection.
0x043C DH8900CC Series Gigabit Backplane Network Connection.
0x0440 DH8900CC Series Gigabit SFP Network Connection.

Table 3-3 and Table 3-5 imply a logical view of the configuration registers. They are not
meant to imply physical location.

3.6.3 Materializing Device Structures

The PCH exposes PCIe* Endpoint resources through standard PCI abstractions:
devices/functions, configuration spaces and memory-mapped 1I/O spaces.

Access to MMIO and I/0 spaces are provided through memory and 1I/O read/write
instructions, respectively. The addressing of these spaces for a given device depends
on the specific mapping that the PCI configuration header establishes through BARs.

PCI defines two mechanisms for accessing the 256B of each device/function
configuration registers located in PCI configuration space.

e PCI Mechanism: The header is accessed using 1-, 2-, or 4-byte IN and OUT
instructions that access the PCI configuration address and data I/O ports at
addresses OCF8h - OCFBh and OCFCh - OCFFh, respectively, in the IA I/O space. This
mechanism allows access only to the 256B PCI-compatible configuration space.

e PCI Express Enhanced Mechanism: The header is accessed using 1-, 2-, or 4-byte
memory accesses to the 256MB region starting at HECBASE. This mechanism
allows access to an expanded 4KB configuration space that PCI Express defines
(the first 256B are, by definition, the PCI-compatible configuration space).

The PCH supports both mechanisms. These mechanisms differ in the address space
they use to access the header. The PCI mechanism travels through IA I/O space while
the PCI Express Enhanced mechanism travels through IA memory space. The address
format that the mechanisms use is identical to the standard IA platform format that
encodes the PCI bus, device, and function numbers along with a register offset or
number.

For either access method, the hardware in the PCle* Endpoint that implements the
configuration headers must be able to process accesses of the appropriate sizes.

3.6.4 PCI Configuration Headers

The PCI specification requires each PCI function to provide a 256B configuration space.
The first 64B of this space contains a standard PCI configuration header and the
remaining 192B contains any device-specific registers, capabilities records, etc. needed
by the function. There are two flavors of configuration headers:

e All non-bridge devices provide a PCI type 0 configuration headers. This form of
header is used to represent devices on the PCI fabric.

e All bridge devices provide a PCI type 1 configuration header. This form of header is
used to represent bridge devices in the PCI fabric.
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Since the PCIe* Endpoint devices that the PCH exposes through PCI are not, strictly
speaking, PCI devices or functions. The following tables describe the support in greater

detail.

Table 3-6 summarizes the fields in a PCI type 0 header (for example, header for
non-bridge devices) and identifies which fields the PCH implements for Endpoint
functions. The PCH hardware implements the appropriate PCI semantics for all

supported registers and fields in this table.

Table 3-6. PCI Configuration Header Support for Type 0 Headers in PCIe* Endpoint
Devices (Sheet 1 of 2)
Offset Register and Field Bit(s) | Supt.! | Acc.? Notes
00h - 01h Vendor ID 15:0 Y RO Required by PCI.
02h - 03h Device ID 15:0 Y RO Required by PCI.
@
ko)
o
&
04h - 05h e Interrupt Disable 10 Y RW Supported in devices that can use INTx3.
©
£
€
o
o
Fast Back-to-Back
Enable 9 N RO Not supported.
SERR# Enable 8 RW Supported.
Parity Error Response 6 RW Supported.
VGA Palette Snoop 5 RO Not supported.
Mem. Write & Inval.
Enable 4 N RO Not supported.
Special Cycles 3 N RO Not supported.
Bus Master Enable 2 Y RW QAT, GbE, devices.
Memory Space Enable 1 Y RW All devices: QAT, GbE.
Y RW For GbE; GbE materializes in I/O space.
I/O Space Enable 0
N RO All devices: QAT except GbE.
Detected Parity Error 15 Y RW1C | Supported.
Signalled System Error 14 Y RW1C | Supported.
Received Master-Abort 13 Y RW1C | Supported.
Received Target-Abort 12 Y RW1C | Supported.
E Signalled Target-Abort 11 Y RW1C | Supported.
(2]
'g DEVSEL Timing 10:9 N RO Not supported.
06h - 07h | Macter Data parit
n aster Data Parity
% Error 8 Y RW1C | Supported.
i
Fast Back-to-Back
Capable 7 N RO Not supported.
66MHz Capable 5 N RO Not supported.
Capabilities List 4 Y RO Setup based on capabilities exposure by device.
Interrupt Status 3 Y RO Supported.
08h Revision ID 7:0 Y RO Required by PCI.
09h - 0Bh Class Code 23:0 Y RO Required by PCI.
0Ch Cache Line Size 7:0 N RO Not supported.
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Table 3-6. PCI Configuration Header Support for Type 0 Headers in PCIe* Endpoint
Devices (Sheet 2 of 2)

Offset Register and Field Bit(s) | Supt.! | Acc.? Notes
0Dh Latency Timer 7:0 N RO Not supported.
OEh Header Type 7:0 Y RO Required by PCI.
OFh BIST 7:0 N RO Not supported.
6 x Dgevices that materialize in I/O or memory spaces
10h - 27h Base Address (x6) 31:0 Y RW will populate these slots as necessary based on
address space needs.
28h - 2Bh CIS Pointer 31:0 N RO Not supported.
2Ch - 2Dh Subsystem VID 15:0 Y RO Required by PCI.
2Eh - 2Fh Subsystem ID 15:0 Y RO Required by PCI.
34h Capability Pointer 7:0 Y RO Setup based on capabilities exposure by device.
3Ch Interrupt Line 7:0 Y RW Supported in devices that can use INTx
3Dh Interrupt Pin 7:0 Y RO Supported in devices that can use INTx
3Eh Min_Gnt 7:0 N RO Not supported.
3Fh Max_Lat 7:0 N RO Not supported.

1. Supported fields provide appropriate PCI semantics. Unsupported fields always return zero on reads unless otherwise noted.
2. RW1, RO and RW access types indicate that the register or field supports read-only access and read/write access

The specific portion of the 256B PCI configuration space that is active in a device
depends on the needs of the specific device. In general, a device requires far less than
256B of storage to implement a typical configuration space. Regions of the 256B
configuration space that are not required are reserved and need only support default
behavior compliant with the PCI specification:

e All PCI devices must treat Configuration Space write operations to reserved
registers as no-ops; that is, the access must be completed normally on the bus and
the data discarded. Read accesses to reserved or unimplemented registers must be
completed normally and a data value of 0 returned.

88§
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4.0 Functional Description
This chapter describes system functions and interfaces.

4.1 PCI Express* Root Ports
There are four PCIe* Root Ports (1 through 4). The root ports operate at Genl speed
(2.5GT/s) but are compliant to PCIe* Gen2 specification Messaging Protocol. The ports
all reside in bus 0:device 28, and take function 0 - 3. Port 1 is function 0, port 2 is
function 1, port 3 is function 2, and port 4 is function 3.
The PCI Express* Root Ports can be independently configured to support four x1s, two
x2s, one x2 + two x1 or one x4 port widths. The port configuration is set by soft straps
in the Flash Descriptor.

4.1.1 Interrupt Generation
The root port generates interrupts on behalf of hot-plug and power management
events, when enabled. These interrupts can be pin based or can be MSIs, when
enabled.
An interrupt can be generated via a legacy mechanism that is based on the setting of
the chipset configuration registers. Specifically, the chipset configuration registers used
are the D28IP (Base address + 310Ch) and D28IR (Base address + 3146h) registers.
The following table summarizes interrupt behavior for MSI and wire-modes. Bits refer
to the hot-plug and PME interrupt bits.

Table 4-1. MSI vs. PCI IRQ Actions

Interrupt Register Wire-Mode Action MSI Action

All bits 0 Wire inactive No action

One or more bits set to 1 Wire active Send message
One or more bits set to 1, new bit gets set to 1 Wire active Send message
One or more bits set to 1, software clears some (but not all) bits Wire active Send message
One or more bits set to 1, software clears all bits Wire inactive No action
Software clears one or more bits, and one or more bits are set on the . .

same clock Wire active Send message
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Power Management

S3/S4/S5 Support

Software initiates the transition to S3/S4/S5 by performing an 10 write to the Power
Management Control register. After the I0 write completion has been returned to the
processor, each root port sends a PME_Turn_Off TLP (Transaction Layer Packet)
message on its downstream link. The device attached to the link eventually responds
with a PME_TO_Ack TLP message followed by sending a PM_Enter_L23 DLLP (Data Link
Layer Packet) request to enter the L2/L3 Ready state. When all of the root ports links
are in the L2/L3 Ready state, the power management control logic proceeds with the
entry into S3/S4/S5.

Prior to entering S3, software is required to put each device into D301 When a device
is put into D3 it initiates entry into a L1 link state by sending a PM_Enter_L1 DLLP.
Thus under normal operating conditions when the root ports sends the PME_Turn_Off
message the link is in state L1. However, when the root port is instructed to send the
PME_Turn_Off message, it sends it whether or not the link was in L1. Attached
EndPoints can make no assumptions about the state of the link prior to receiving a
PME_Turn_Off message.

Resuming from Suspended State

The root port contains enough circuitry in the suspend well to detect a wake event
through the WAKE# signal and to wake the system. When WAKE# is detected asserted,
an internal signal is sent to the power management controller to cause the system to
wake up. This internal message is not logged in any register, nor is an interrupt/GPE
generated due to it.

Device Initiated PM_PME Message

When the system has returned to a working state from a previous low power state, a
device requesting service sends a PM_PME message continuously, until acknowledge by
the root port. The root port takes different actions depending upon whether this is the
first PM_PME has been received, or whether a previous message has been received but
not yet serviced by the operating system.

If this is the first message received (RSTS.PS - B0:D28:F0/F1/F2/F3:0ffset 60h:bit 16
is cleared), the root port sets RSTS.PS, and log the PME Requester ID into RSTS.RID
(B0:D28:F0/F1/F2/F3:0ffset 60h:bits 15:0). If an interrupt is enabled via RCTL.PIE
(B0:D28:F0/F1/F2/F3:0ffset 5Ch:bit 3), an interrupt is generated. This interrupt can
be either a pin or an MSI if MSI is enabled via MC.MSIE (B0:D28:F0/F1/F2/F3:0ffset
82h:bit 0). See Section 4.1.2.4 for SMI/SCI generation.

If this is a subsequent message received (RSTS.PS is already set), the root port sets
RSTS.PP (B0:D28:F0/F1/F2/F3:0ffset 60h:bit 17) and log the PME Requester ID from
the message in a hidden register. No other action is taken.

When the first PME event is cleared by software clearing RSTS.PS, the root port sets
RSTS.PS, clear RSTS.PP, and move the requester ID from the hidden register into
RSTS.RID.

If RCTL.PIE is set, an interrupt is generated. If RCTL.PIE is not set, a message is sent to
the power management controller so that a GPE can be set. If messages have been

logged (RSTS.PS is set), and RCTL.PIE is later written from a 0 to a 1, and interrupt is
generated. This last condition handles the case where the message was received prior
to the operating system re-enabling interrupts after resuming from a low power state.
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4.1.4.1
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SMI/SCI Generation

Interrupts for power management events are not supported on legacy operating
systems. To support power management on non-PCI Express* aware operating
systems, PM events can be routed to generate SCI. To generate SCI, MPC.PMCE must
be set. When set, a power management event causes SMSCS.PMCS
(B0:D28:F0/F1/F2/F3:0ffset DCh:bit 31) to be set.

BIOS workarounds for power management can be supported by setting MPC.PMME
(B0:D28:F0/F1/F2/F3:0ffset D8h:bit 0). When this bit is set, power management
events sets SMSCS.PMMS (B0:D28:F0/F1/F2/F3:0ffset DCh:bit 0), and SMI # is
generated. This bit is set regardless of whether interrupts or SCI is enabled. The SMI#
may occur concurrently with an interrupt or SCI.

SERR# Generation

SERR# may be generated through PCI Express mechanisms involving bits in the PCI
Express capability structure.

Hot-Plug

Each root port implements a hot-plug controller that performs the following:
e Messages to turn on / off / blink LEDs
e Presence and attention button detection
e Interrupt generation

The root port only allows hot-plug with modules (for example, ExpressCard*).
Edge-connector based hot-plug is not supported.

Presence Detection

When a module is plugged in and power is supplied, the physical layer detects the
presence of the device, and the root port sets SLSTS.PDS (B0:D28:F0/F1/F2/F3:0ffset
5Ah:bit 6) and SLSTS.PDC (B0:D28:F0/F1/F2/F3:0ffset 6h:bit 3). If SLCTL.PDE
(B0:D28:F0/F1/F2/F3:0Offset 58h:bit 3) and SLCTL.HPE (B0:D28:F0/F1/F2/F3:0ffset
58h:bit 5) are both set, the root port also generates an interrupt.

When a module is removed (via the physical layer detection), the root port clears
SLSTS.PDS and sets SLSTS.PDC. If SLCTL.PDE and SLCTL.HPE are both set, the root
port also generates an interrupt.

Message Generation

When system software writes to SLCTL.AIC (B0:D28:F0/F1/F2/F3:0ffset 58h:bits 7:6)
or SLCTL.PIC (B0:D28:F0/F1/F2/F3:0ffset 58h:bits 9:8), the root port sends a
message down the link to change the state of LEDs on the module.

Writes to these fields are non-postable cycles, and the resulting message is a postable
cycle. When receiving one of these writes, the root port performs the following:

e Changes the state in the register.

e Generates a completion into the upstream queue.

e Formulates a message for the downstream port if the field is written to regardless
of if the field changed.

¢ Generates the message on the downstream port.
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e When the last message of a command is transmitted, sets SLSTS.CCE
(D28:F0/F1/F2/F3:0ffset 58h:bit 4) to indicate the command has completed. If
SLCTL.CCE and SLCTL.HPE (D28:F0/F1/F2/F3:0ffset 58h:bit 5) are set, the root
port generates an interrupt.

The command completed register (SLSTS.CC) applies only to commands issued by
software to control the Attention Indicator (SLCTL.AIC), Power Indicator (SLCTL.PIC),
or Power Controller (SLCTL.PCC). However, writes to other parts of the Slot Control
Register would invariably end up writing to the indicators, power controller fields;
Hence, any write to the Slot Control Register is considered a command and if enabled,
results in a command complete interrupt. The only exception is a write to disable the
command complete interrupt which does not result in a command complete interrupt.

A single write to the Slot Control register is considered as a single command, and hence
receives a single command complete, even if the write affects more than one field in
the Slot Control Register.

4.1.4.3 Attention Button Detection

When an attached device is ejected, the user can press an attention button. This
results in a the PCI Express message “Attention_Button_Pressed” from the device.
Upon receiving this message, the root port will set SLSTS.ABP
(B0:D28:F0/F1/F2/F3:0ffset 5Ah:bit 0).

If SLCTL.ABE (B0:D28:F0/F1/F2/F3:0ffset 58h:bit 0) and SLCTL.HPE
(B0:D28:F0/F1/F2/F3:0ffset 58h:bit 5) are set, the hot-plug controller will also
generate an interrupt. The interrupt is generated on an edge-event. If SLSTS.ABP is
already set, a new interrupt is not generated.

4.1.4.4 SMI/SCI Generation

Interrupts for hot-plug events are not supported on legacy operating systems. To
support hot-plug on non-PCI Express* aware operating systems, hot-plug events can
be routed to generate SCI. To generate SCI, MPC.HPCE (B0:D28:F0/F1/F2/F3:0ffset
D8h:bit 30) must be set. When set, enabled hot-plug events will cause SMSCS.HPCS
(B0:D28:F0/F1/F2/F3:0ffset DCh:bit 30) to be set.

Additionally, BIOS workarounds for hot-plug can be supported by setting MPC.HPME
(B0:D28:F0/F1/F2/F3:0ffset D8h:bit 1). When this bit is set, hot-plug events can cause
SMI status bits in SMSCS to be set. Supported hot-plug events and their corresponding
SMSCS bit are:

e Command Completed - SCSCS.HPCCM (B0:D28:F0/F1/F2/F3:0ffset DCh:bit 3)

e Presence Detect Changed - SMSCS.HPPDM (B0:D28:F0/F1/F2/F3:0ffset DCh:bit 1)

e Attention Button Pressed - SMSCS.HPABM (B0:D28:F0/F1/F2/F3:0ffset DCh:bit 2)

e Link Active State Changed - SMSCS.HPLAS (B0:D28:F0/F1/F2/F3:0ffset DCh:bit 4)
When any of these bits are set, SMI # is generated. These bits are set regardless of

whether interrupts or SCI is enabled for hot-plug events. The SMI# may occur
concurrently with an interrupt or SCI.
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4.2 LPC Bridge (with System and Management Functions)
(B0:D31:F0)

The LPC bridge function resides in PCI Bus 0:Device 31:Function 0. In addition to the
LPC bridge function, B0:D31:F0 contains other functional units including:

DMA

Interrupt controllers
Timers

Power Management
System Management
GPIO

UART

WDT

RTC

In this chapter, registers and functions associated with other functional units (power
management, GPIO, USB*, etc.) are described in their respective sections.

4.2.1 LPC Interface

The LPC interface as described in the Low Pin Count Interface Specification, Revision
1.1. The LPC interface is shown in Figure 4-1. The LPC interface implements all of the
signals that are shown as optional, but peripherals are not required to do so.

Figure 4-1. LPC Interface Diagram

LPC Control Bus
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LPC Cycle Types

The LPC controller implements all of the cycle types described in the Low Pin Count
Interface Specification, Revision 1.1. Table 4-2 shows the cycle types supported by the
LPC controller.

LPC Cycle Types Supported

Cycle Type Comment
Memory Read 1 byte only. (See Note 1 below)
Memory Write 1 byte only. (See Note 1 below)
1/0 Read 1 byte only. LPC Controller breaks up 16- and 32-bit processor cycles into multiple

8-bit transfers.

1 byte only. LPC Controller breaks up 16- and 32-bit processor cycles into multiple

1/0 Write 8-bit transfers.
DMA Read Can be 1, or 2 bytes
DMA Write Can be 1, or 2 bytes
Bus Master Read Can be 1, 2, or 4 bytes. (See Note 2 below)

Bus Master Write Can be 1, 2, or 4 bytes. (See Note 2 below)

Notes:
1.

The LPC Controller provides a single generic memory range (LGMR) for decoding memory cycles and
forwarding them as LPC Memory cycles on the LPC bus. The LGMR memory decode range is 64 KB in
size and can be defined as being anywhere in the 4 GB memory space. This range needs to be
configured by BIOS during POST to provide the necessary memory resources. BIOS should advertise
the LPC Generic Memory Range as Reserved to the OS in order to avoid resource conflict. For larger
transfers, The LPC Controller performs multiple 8-bit transfers. If the cycle is not claimed by any
peripheral, it is subsequently aborted, and the LPC Controller returns a value of all 1s to the processor.
This is done to maintain compatibility with ISA memory cycles where pull-up resistors would keep the
bus high if no device responds.

Bus Master Read or Write cycles must be naturally aligned. For example, a 1-byte transfer can be to any
address. However, the 2-byte transfer must be word-aligned (for example, with an address where
A0=0). A dword transfer must be dword-aligned (for example, with an address where A1 and AO are
both 0).

Start Field Definition

Start Field Bit Definitions

E:‘t:gglgg Definition
0000 Start of cycle for a generic target
0010 Grant for bus master 0
0011 Grant for bus master 1
1111 Stop/Abort: End of a cycle for a target.
Note: All other encodings are RESERVED.
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4.2.1.3 Cycle Type / Direction (CYCTYPE + DIR)

The LPC controller always drives bit 0 of this field to 0. Peripherals running bus master
cycles must also drive bit 0 to 0. Table 4-4 shows the valid bit encodings.

Table 4-4. Cycle Type Bit Definitions

Bits[3:2] Bitl Definition
00 0 1/0 Read
00 1 I/O Write
01 0 Memory Read
01 1 Memory Write
10 0 DMA Read
10 1 DMA Write
11 X Reserved. If a peripheral performing a bus master cycle generates this value, The
LPC Controller aborts the cycle.

4.2.1.4 Size
Bits[3:2] are reserved. The LPC controller always drives them to 00. Peripherals

running bus master cycles are supposed to drive 00 for bits 3:2, but the LPC controller
ignores those bits. Bits[1:0] are encoded as listed in Table 4-5.

Table 4-5. Transfer Size Bit Definition

Bits[1:0] Size
00 8-bit transfer (1 byte)
01 16-bit transfer (2 bytes)
10 Reserved. The ITPC Controller never drives this combination. If a peripheral running a bus
master cycle drives this combination, the Controller may abort the transfer.
11 32-bit transfer (4 bytes)

4.2.1.5 SYNC
Valid SYNC field definitions are as follows.

Table 4-6. SYNC Bit Definition

Bits[3:0] Indication

Ready: SYNC achieved with no error. For DMA transfers, this also indicates DMA request

0000 deassertion and no more transfers desired for that channel.

0101 Short Wait: Part indicating wait-states. For bus master cycles, the controller does not use this
encoding. Instead, the controller uses the Long Wait encoding (see next encoding below).

0110 Long Wait: Part indicating wait-states, and many wait-states is added. This encoding driven by

the controller for bus master cycles, rather than the Short Wait (0101).

Ready More (Used only by peripheral for DMA cycle): SYNC achieved with no error and
1001 more DMA transfers desired to continue after this transfer. This value is valid only on DMA
transfers and is not allowed for any other type of cycle.

Error: Sync achieved with error. This is generally used to replace the SERR# or IOCHK# signal on
the PCI/ISA bus. It indicates that the data is to be transferred, but there is a serious error in this
transfer. For DMA transfers, this not only indicates an error, but also indicates DMA request
deassertion and no more transfers desired for that channel.

1010

Note: All other combinations are RESERVED.
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Note:

4.2.1.10

Note:
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SYNC Time-Out

Several error cases can occur on the LPC interface. The controller responds as defined
in section 4.2.1.9 of the Low Pin Count Interface Specification, Revision 1.1 to the
stimuli described therein. There may be other peripheral failure conditions, but these
are not handled by the controller.

SYNC Error Indication

The LPC controller responds as defined in section 4.2.1.10 of the Low Pin Count
Interface Specification, Revision 1.1.

Upon recognizing the SYNC field indicating an error, the controller treats this as an
SERR by reporting this into the Device 31 Error Reporting Logic.

LFRAME# Usage

The controller follows the usage of LFRAME# as defined in the Low Pin Count Interface
Specification, Revision 1.1.

The controller performs an abort for the following cases (possible failure cases):

e The controller starts a Memory, I/0O, or DMA cycle, but no device drives a valid
SYNC after four consecutive clocks.

e The controller starts a Memory, I/0O, or DMA cycle, and the peripheral drives an
invalid SYNC pattern.

¢ A peripheral drives an illegal address when performing bus master cycles.
e A peripheral drives an invalid value.

I/0 Cycles

For I/O cycles targeting registers specified in the controller’s decode ranges, the
controller performs 1/0 cycles as defined in the Low Pin Count Interface Specification,
Revision 1.1. These are 8-bit transfers. If the processor attempts a 16-bit or 32-bit
transfer, the controller breaks the cycle up into multiple 8-bit transfers to consecutive
I/O addresses.

If the cycle is not claimed by any peripheral (and subsequently aborted), the controller
returns a value of all 1s (FFh) to the processor. This is to maintain compatibility with
ISA 1/0 cycles where pull-up resistors would keep the bus high if no device responds.

Bus Master Cycles

The LPC interface supports Bus Master cycles and requests (using LDRQ#) as defined in
the Low Pin Count Interface Specification, Revision 1.1. The interface has two LDRQ#
inputs, and thus supports two separate bus master devices. It uses the associated
START fields for Bus Master 0 (0010b) or Bus Master 1 (0011b).

The LPC interface does not support LPC Bus Masters performing I/O cycles. LPC Bus
Masters should only perform memory read or memory write cycles.
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Note:

4.2.1.12

4.3

Figure 4-2,

LPC Power Management

LPCPD# Protocol

Same timings as for SUS_STAT#. Upon driving SUS_STAT# low, LPC peripherals drive
LDRQ# low or tri-state it. The interface shuts off the LDRQ# input buffers. After driving
SUS_STAT# active, The LPC controller drives LFRAME# low, and tri-states (or drive
low) LAD[3:0].

The Low Pin Count Interface Specification, Revision 1.1 defines the LPCPD# protocol
where there is at least 30 ps from LPCPD# assertion to LRST# assertion. This
specification explicitly states that this protocol only applies to entry/exit of low power
states which does not include asynchronous reset events. The controller asserts both
SUS_STAT# (connects to LPCPD#) and PLTRST# (connects to LRST#) at the same time
during a global reset. This is not inconsistent with the LPC LPCPD# protocol.

Configuration and Implications

LPC I/F Decoders

To allow the I/O cycles and memory mapped cycles to go to the LPC interface, the
interface includes several decoders. During configuration, the controller must be
programmed with the same decode ranges as the peripheral. The decoders are
programmed via the Device 31:Function 0 configuration space.

Bus Master Device Mapping and START Fields

Bus Masters must have a unique START field. In the case where the LPC interface
supports two LPC bus masters, it drives 0010 for the START field for grants to bus
master #0 (requested via LDRQO#) and 0011 for grants to bus master #1 (requested
via LDRQ1+#.). Thus, no registers are needed to configure the START fields for a
particular bus master.

DMA Operation (B0:D31:F0)

LPC DMA operations are supported using an internal DMA controller. The DMA controller
has registers that are fixed in the lower 64 KB of I/O space. The DMA controller is
configured using registers in the PCI configuration space. These registers allow
configuration of the channels for use by LPC DMA.

The DMA circuitry incorporates the functionality of two 82C37 DMA controllers with
seven independently programmable channels (Figure 4-2). DMA controller 1 (DMA-1)
corresponds to DMA channels 0-3 and DMA controller 2 (DMA-2) corresponds to
channels 5-7. DMA channel 4 is used to cascade the two controllers and defaults to
cascade mode in the DMA Channel Mode (DCM) Register. Channel 4 is not available for
any other purpose. In addition to accepting requests from DMA slaves, the DMA
controller also responds to requests that software initiates. Software may initiate a
DMA service request by setting any bit in the DMA Channel Request Register to a 1.

DMA Controller

Channel 0—» Channel 4
Channel 1—p Channel 5—p
DMA-1 DMA-2
Channel 2—p; Channel 6—p
Channel 3—Pp Channel 7—p
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Each DMA channel is hardwired to the compatible settings for DMA device size:
channels [3:0] are hardwired to 8-bit, count-by-bytes transfers, and channels [7:5] are
hardwired to 16-bit, count-by-words (address shifted) transfers.

The DMA controller provides 24-bit addressing in compliance with the ISA-Compatible
specification. Each channel includes a 16-bit ISA-Compatible Current Register which
holds the 16 least-significant bits of the 24-bit address, an ISA-Compatible Page
Register which contains the eight next most significant bits of address.

The DMA controller also features refresh address generation, and auto-initialization
following a DMA termination.

Channel Priority

For priority resolution, the DMA consists of two logical channel groups: channels 0-3
and channels 4-7. Each group may be in either fixed or rotate mode, as determined by
the DMA Command Register.

DMA 1/0 slaves normally assert their DREQ line to arbitrate for DMA service. However,
a software request for DMA service can be presented through each channel's DMA

Request Register. A software request is subject to the same prioritization as any
hardware request.

Fixed Priority

The initial fixed priority structure is as follows:

High priority Low priority

0,1,2,3 56,7

The fixed priority ordering is 0, 1, 2, 3, 5, 6, and 7. In this scheme, channel 0 has the
highest priority, and channel 7 has the lowest priority. Channels [3:0] of DMA-1 assume
the priority position of channel 4 in DMA-2, taking priority over channels 5, 6, and 7.

Rotating Priority

Rotation allows for “fairness” in priority resolution. The priority chain rotates so that the
last channel serviced is assigned the lowest priority in the channel group (0-3, 5-7).

Channels 0-3 rotate as a group of 4. They are always placed between channel 5 and
channel 7 in the priority list.

Channel 5-7 rotate as part of a group of 4. That is, channels (5-7) form the first three
positions in the rotation, while channel group (0-3) comprises the fourth position in the
arbitration.

Address Compatibility Mode

When the DMA is operating, the addresses do not increment or decrement through the
High and Low Page Registers. Therefore, if a 24-bit address is 01FFFFh and increments,
the next address is 010000h, not 020000h. Similarly, if a 24-bit address is 020000h
and decrements, the next address is 02FFFFh, not 01FFFFh.

When the DMA is operating in 16-bit mode, the addresses still do not increment or
decrement through the High and Low Page Registers, but the page boundary is 128 K.
Therefore, if a 24-bit address is 01FFFEh and increments, then the next address is
000000h, not 0100000h. Similarly, if a 24-bit address is 020000h and decrements,
then the next address is 03FFFEh, not 02FFFEh. This is compatible with the 82C37 and
Page Register implementation used in the PC-AT. This mode is set after CPURST is valid.
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4.3.3

4.3.3.1

Table 4-7.

Note:

Table 4-8.

4.3.4

Summary of DMA Transfer Sizes

Table 4-7 lists the DMA device transfer sizes. “"Current Byte/Word Count Register”
indicates that the register contents represents either the number of bytes to transfer or
the number of 16-bit words to transfer. “Current Address Increment/Decrement”
indicates the number added to or taken from the Current Address register after each
DMA transfer cycle. The DMA Channel Mode Register determines if the Current Address
Register is incriminated or decremented.

Address Shifting When Programmed for 16-Bit I/0 Count by Words

DMA Transfer Size

Current Byte/Word Current Address

DMA Device Date Size And Word Count

Count Register

Increment/Decrement

8-Bit I/0, Count By Bytes

Bytes

1

16-Bit I/O, Count By Words (Address Shifted) Words

1

The DMA interface maintains compatibility with the implementation of the DMA in the
PC AT that used the 82C37. The DMA shifts the addresses for transfers to/from a 16-bit
device count-by-words.

The least significant bit of the Low Page Register is dropped in 16-bit shifted mode.
When programming the Current Address Register (when the DMA channel is in this
mode), the Current Address must be programmed to an even address with the address
value shifted right by one bit.

The address shifting is shown in Table 4-8.

Address Shifting in 16-Bit I/0 DMA Transfers

Output 8-Bit I/0 Programmed Address 16-Bit I/0 Programmed
Address (Ch 0-3) Address (Ch 5-7)
(Shifted)
AO A0 0
A[16:1] A[16:1] A[15:0]
A[23:17] A[23:17] A[23:17]

Note: The least significant bit of the Page Register is dropped in 16-bit shifted mode.

Autoinitialize

By programming a bit in the DMA Channel Mode Register, a channel may be set up as
an autoinitialize channel. When a channel undergoes autoinitialization, the original
values of the Current Page, Current Address and Current Byte/Word Count Registers
are automatically restored from the Base Page, Address, and Byte/Word Count
Registers of that channel following TC. The Base Registers are loaded simultaneously
with the Current Registers by the microprocessor when the DMA channel is
programmed and remain unchanged throughout the DMA service. The mask bit is not
set when the channel is in autoinitialize. Following autoinitialize, the channel is ready to
perform another DMA service, without processor intervention, as soon as a valid DREQ
is detected.
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4.4

4.4.1

Software Commands

There are three additional special software commands that the DMA controller can
execute. The three software commands are:

e Clear Byte Pointer Flip-Flop
e Master Clear
e Clear Mask Register

They do not depend on any specific bit pattern on the data bus.

LPC DMA

DMA on LPC is handled through the use of the LDRQ# lines from peripherals and
special encodings on LAD[3:0] from the host. Single, Demand, Verify, and Increment
modes are supported on the LPC interface. Channels 0-3 are 8 bit channels. Channels
5-7 are 16-bit channels. Channel 4 is reserved as a generic bus master request.

Asserting DMA Requests

Peripherals that need DMA service encode their requested channel number on the
LDRQ# signal. To simplify the protocol, each peripheral on the LPC I/F has its own
dedicated LDRQ# signal (they may not be shared between two separate peripherals).
The LPC interface has two LDRQ# inputs, allowing at least two devices to support DMA
or bus mastering.

LDRQ# is synchronous with LCLK (PCI clock). As shown in Figure 4-3, the peripheral
uses the following serial encoding sequence:

e Peripheral starts the sequence by asserting LDRQ# low (start bit). LDRQ# is high
during idle conditions.

e The next three bits contain the encoded DMA channel humber (MSB first).

e The next bit (ACT) indicates whether the request for the indicated DMA channel is
active or inactive. The ACT bit is 1 (high) to indicate if it is active and 0 (low) if it is
inactive. The case where ACT is low is rare, and is only used to indicate that a
previous request for that channel is being abandoned.

o After the active/inactive indication, the LDRQ# signal must go high for at least 1
clock. After that one clock, LDRQ# signal can be brought low to the next encoding
sequence.

If another DMA channel also needs to request a transfer, another sequence can be sent
on LDRQ#. For example, if an encoded request is sent for channel 2, and then channel
3 needs a transfer before the cycle for channel 2 is run on the interface, the peripheral
can send the encoded request for channel 3. This allows multiple DMA agents behind an
I/0 device to request use of the LPC interface, and the I/O device does not need to
self-arbitrate before sending the message.

Figure 4-3. DMA Request Assertion through LDRQ#
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4.4.2

4.4.3

Abandoning DMA Requests

DMA Requests can be deasserted in two fashions: on error conditions by sending an
LDRQ# message with the ‘ACT’ bit set to 0, or normally through a SYNC field during the
DMA transfer. This section describes boundary conditions where the DMA request needs
to be removed prior to a data transfer.

There may be some special cases where the peripheral desires to abandon a DMA
transfer. The most likely case of this occurring is due to a floppy disk controller which
has overrun or underrun its FIFO, or software stopping a device prematurely.

In these cases, the peripheral wishes to stop further DMA activity. It may do so by
sending an LDRQ# message with the ACT bit as 0. However, since the DMA request was
seen by the controller, there is no guarantee that the cycle has not been granted and
will shortly run on LPC. Therefore, peripherals must take into account that a DMA cycle
may still occur. The peripheral can choose not to respond to this cycle, in which case
the host will abort it, or it can choose to complete the cycle normally with any random
data.

This method of DMA deassertion should be prevented whenever possible, to limit
boundary conditions both on the controller and the peripheral.

General Flow of DMA Transfers

Arbitration for DMA channels is performed through the 8237 within the host. Once the
host has won arbitration on behalf of a DMA channel assigned to LPC, it asserts
LFRAME# on the LPC I/F and begins the DMA transfer. The general flow for a basic DMA
transfer between the controller and an LPC peripheral is as follows:

1. The controller starts transfer by asserting 0000b on LAD[3:0] with LFRAME#
asserted.

2. The controller asserts ‘cycle type’ of DMA, direction based on DMA transfer
direction.

3. The controller asserts channel humber and, if applicable, terminal count.
4. The controller indicates the size of the transfer: 8 or 16 bits.
5. If a DMA reads:
— The controller drives the first 8 bits of data and turns the bus around.
— The peripheral acknowledges the data with a valid SYNC.
— If a 16-bit transfer, the process is repeated for the next 8 bits.
6. If a DMA writes:
— The controller turns the bus around and waits for data.
— The peripheral indicates data ready through SYNC and transfers the first byte.

— If a 16-bit transfer, the peripheral indicates data ready and transfers the next
byte.

7. The peripheral turns the bus around.
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4.4.4 Terminal Count

Terminal count is communicated through LAD[3] on the same clock that DMA channel is
communicated on LAD[2:0]. This field is the CHANNEL field. Terminal count indicates
the last byte of transfer, based upon the size of the transfer.

For example, on an 8-bit transfer size (SIZE field is 00b), if the TC bit is set, then this is
the last byte. On a 16-bit transfer (SIZE field is 01b), if the TC bit is set, then the
second byte is the last byte. The peripheral, therefore, must internalize the TC bit when
the CHANNEL field is communicated, and only signal TC when the last byte of that
transfer size has been transferred.

4.4.5 Verify Mode

Verify mode is supported on the LPC interface. A verify transfer to the peripheral is
similar to a DMA write, where the peripheral is transferring data to main memory. The
indication from the host is the same as a DMA write, so the peripheral is driving data
onto the LPC interface. However, the host does not transfer this data into main
memory.

4.4.6 DMA Request Deassertion

An end of transfer is communicated to the controller through a special SYNC field
transmitted by the peripheral. An LPC device must not attempt to signal the end of a
transfer by deasserting LDREQ#. If a DMA transfer is several bytes (for example, a
transfer from a demand mode device) the controller needs to know when to deassert
the DMA request based on the data currently being transferred.

The DMA agent uses a SYNC encoding on each byte of data being transferred, which
indicates to the controller whether this is the last byte of transfer or if more bytes are
requested. To indicate the last byte of transfer, the peripheral uses a SYNC value of
0000b (ready with no error), or 1010b (ready with error). These encodings tell the
controller that this is the last piece of data transferred on a DMA read (controller to
peripheral), or the byte that follows is the last piece of data transferred on a DMA write
(peripheral to controller).

When the controller sees one of these two encodings, it ends the DMA transfer after
this byte and deasserts the DMA request to the 8237. Therefore, if the controller
indicated a 16-bit transfer, the peripheral can end the transfer after one byte by
indicating a SYNC value of 0000b or 1010b. The controller does not attempt to transfer
the second byte, and deasserts the DMA request internally.

If the peripheral indicates a 0000b or 1010b SYNC pattern on the last byte of the
indicated size, then the controller only deasserts the DMA request to the 8237 since it
does not need to end the transfer.

If the peripheral wishes to keep the DMA request active, then it uses a SYNC value of
1001b (ready plus more data). This tells the 8237 that more data bytes are requested
after the current byte has been transferred, so the controller keeps the DMA request
active to the 8237. Therefore, on an 8-bit transfer size, if the peripheral indicates a
SYNC value of 1001b to the controller, the data is transferred and the DMA request will
remain active to the 8237. The controller will return lager with another
START-CYCTYPE-CHANNEL-SIZE etc. combination to initiate another transfer to the
peripheral.

The peripheral must not assume that the next START indication from the controller is
another grant to the peripheral if it had indicated a SYNC value of 1001b. On a single
mode DMA device, the 8237 will re-arbitrate after every transfer. Only demand mode
DMA devices can be guaranteed that they will receive the next START indication from
the controller.
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Indicating a 0000b or 1010b encoding on the SYNC field of an odd byte of a 16-bit
channel (first byte of a 16-bit transfer) is an error condition.

e The host stops the transfer on the LPC bus as indicated, fills the upper byte with
random data on DMA writes (peripheral to memory), and indicates to the 8237 that
the DMA transfer occurred, incrementing the 8237’s address and decrementing its
byte count.

SYNC Field / LDRQ# Rules

Since DMA transfers on LPC are requested through an LDRQ# assertion message, and
are ended through a SYNC field during the DMA transfer, the peripheral must obey the
following rule when initiating back-to-back transfers from a DMA channel.

The peripheral must not assert another message for eight LCLKs after a deassertion is
indicated through the SYNC field. This is needed to allow the 8237, that typically runs
off a much slower internal clock, to see a message deasserted before it is re-asserted
so that it can arbitrate to the next agent.

Under default operation, the host only performs 8-bit transfers on 8-bit channels and
16-bit transfers on 16-bit channels.

The method by which this communication between host and peripheral through system
BIOS is performed is beyond the scope of this specification. Since the LPC host and LPC
peripheral are motherboard devices, no “plug-n-play” registry is required.

The peripheral must not assume that the host is able to perform transfer sizes that are
larger than the size allowed for the DMA channel, and be willing to accept a SIZE field
that is smaller than what it may currently have buffered.

To that end, it is recommended that future devices that may appear on the LPC bus,
that require higher bandwidth than 8-bit or 16-bit DMA allow, do so with a bus
mastering interface and not rely on the 8237.

8254 Timers (B0:D31:F0)

There are three counters that have fixed uses. All registers and functions associated
with the 8254 timers are in the core well. The 8254 unit is clocked by a 14.31818 MHz
clock.

Counter 0, System Timer

This counter functions as the system timer by controlling the state of IRQO and is
typically programmed for Mode 3 operation. The counter produces a square wave with
a period equal to the product of the counter period (838 ns) and the initial count value.
The counter loads the initial count value 1 counter period after software writes the
count value to the counter I/O address. The counter initially asserts IRQO and
decrements the count value by two each counter period. The counter negates IRQO
when the count value reaches 0. It then reloads the initial count value and again
decrements the initial count value by two each counter period. The counter then
asserts IRQO when the count value reaches 0, reloads the initial count value, and
repeats the cycle, alternately asserting and negating IRQO.

Counter 1, Refresh Request Signal

This counter provides the refresh request signal and is typically programmed for Mode
2 operation and only impacts the period of the REF_TOGGLE bit in Port 61. The initial
count value is loaded one counter period after being written to the counter I/0O address.
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The REF_TOGGLE bit has a square wave behavior (alternate between 0 and 1) and will
toggle at a rate based on the value in the counter. Programming the counter to
anything other than Mode 2 results in undefined behavior for the REF_TOGGLE bit.

Timer Programming

The counter/timers are programmed as follows:
1. Write a control word to select a counter.
2. Write an initial count for the selected counter.

3. Load the least and/or most significant bytes (as required by Control Word bits 5, 4)
of the 16-bit counter.

4. Repeat with other counters.

Two conventions must be observed when programming the counters. First, for each
counter, the control word must be written before the initial count is written. Second,
the initial count must follow the count format specified in the control word (least
significant byte only, most significant byte only, or least significant byte and then most
significant byte).

A new initial count may be written to a counter at any time without affecting the
counter's programmed mode. Counting is affected as described in the mode definitions.
The new count must follow the programmed count format.

If a counter is programmed to read/write two-byte counts, the following precaution
applies: A program must not transfer control between writing the first and second byte
to another routine which also writes into that same counter. Otherwise, the counter is
loaded with an incorrect count.

The Control Word Register at port 43h controls the operation of all three counters.
Several commands are available:

e Control Word Command. Specifies which counter to read or write, the operating
mode, and the count format (binary or BCD).

¢ Counter Latch Command. Latches the current count so that it can be read by the
system. The countdown process continues.

e Read Back Command. Reads the count value, programmed mode, the current
state of the OUT pins, and the state of the Null Count Flag of the selected counter.

Table 4-9 lists the six operating modes for the interval counters.

Counter Operating Modes

Mode Function Description

Output is 0. When count goes to 0, output goes to 1 and

0 Out signal on end of count (=0) stays at 1 until counter is reprogrammed.

1 Hardware retriggerable one-shot Output_ is 0. When count goes to 0, output goes to 1 for one
clock time.

2 Rate generator (divide by n counter) Output is 1. Output goes to 0 for one clock time, then back to

1 and counter is reloaded.

Output is 1. Output goes to 0 when counter rolls over, and
3 Square wave output counter is reloaded. Output goes to 1 when counter rolls
over, and counter is reloaded, etc.

Output is 1. Output goes to 0 when count expires for one

4 Software triggered strobe clock time.

Output is 1. Output goes to 0 when count expires for one

5 Hardware triggered strobe clock time.
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4.5.2.1

4.5.2.2

4.5.2.3

Reading from the Interval Timer

It is often desirable to read the value of a counter without disturbing the count in
progress. There are three methods for reading the counters: a simple read operation,
counter Latch command, and the Read-Back command.

With the simple read and counter latch command methods, the count must be read
according to the programmed format; specifically, if the counter is programmed for two
byte counts, two bytes must be read. The two bytes do not have to be read one right
after the other. Read, write, or programming operations for other counters may be
inserted between them.

Simple Read

With a simple read operation, the counter is selected through port 40h (counter 0), 41h
(counter 1), or 42h (counter 2).

Performing a direct read from the counter does not return a determinate value,
because the counting process is asynchronous to read operations. However, in the case
of counter 2, the count can be stopped by writing to the GATE bit in port 61h.

Counter Latch Command

The Counter Latch command, written to port 43h, latches the count of a specific
counter when the command is received. This command ensures that the count read
from the counter is accurate, particularly when reading a two-byte count. The count
value is then read from each counter’s Count register as was programmed by the
Control register.

The count is held in the latch until it is read or the counter is reprogrammed. The count
is then unlatched. This allows reading the contents of the counters on the fly without
affecting counting in progress. Multiple Counter Latch Commands may be used to latch
more than one counter. Counter Latch commands do not affect the programmed mode
of the counter in any way.

If a Counter is latched and then latched again before the count is read, the second
Counter Latch command is ignored. The count read is the count when the first Counter
Latch command was issued.

Read Back Command

The Read Back command, written to port 43h, latches the count value, programmed
mode, and current states of the OUT pin and Null Count flag of the selected counter or
counters. The value of the counter and its status may then be read by I/0O access to the
counter address.

The Read Back command may be used to latch multiple counter outputs at one time.
This single command is functionally equivalent to several counter latch commands, one
for each counter latched. Each counter's latched count is held until it is read or
reprogrammed. Once read, a counter is unlatched. The other counters remain latched
until they are read. If multiple count Read Back commands are issued to the same
counter without reading the count, all but the first are ignored.

The Read Back command may additionally be used to latch status information of
selected counters. The status of a counter is accessed by a read from that counter's
I/0 port address. If multiple counter status latch operations are performed without
reading the status, all but the first are ignored.
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Both count and status of the selected counters may be latched simultaneously. This is
functionally the same as issuing two consecutive, separate Read Back commands. If
multiple count and/or status Read Back commands are issued to the same counters
without any intervening reads, all but the first are ignored.

If both count and status of a counter are latched, the first read operation from that
counter returns the latched status, regardless of which was latched first. The next one
or two reads, depending on whether the counter is programmed for one or two type
counts, returns the latched count. Subsequent reads return unlatched count.

8259 Interrupt Controllers (PIC) (B0:D31:F0)

The system incorporates the functionality of two 8259 interrupt controllers that provide
interrupts for ISA compatible interrupts. These interrupts are: system timer, keyboard
controller, serial ports, parallel ports, floppy disk, mouse, and DMA channels. In
addition, this interrupt controller can support the PCI based interrupts, by mapping the
PCI interrupt onto the compatible ISA interrupt line. Each 8259 core supports eight
interrupts, numbered 0-7. Table 4-10 shows how the cores are connected.

Interrupt Controller Core Connections

8259 18n2|::5ugt Typicg:):l[lr:‘t::rrupt Connected Pin / Function

0 Internal Internal Timer / Counter 0 output / HPET #0

1 Keyboard IRQ1 via SERIRQ

2 Internal Slave controller INTR output

3 Serial Port A IRQ3 via SERIRQ, PIRQ#
Master

4 Serial Port B IRQ4 via SERIRQ, PIRQ#

5 Parallel Port / Generic IRQ5 via SERIRQ, PIRQ#

6 Floppy Disk IRQ6 via SERIRQ, PIRQ#

7 Parallel Port / Generic IRQ7 via SERIRQ, PIRQ#

0 Internal Real Time Clock | Internal RTC / HPET #1

1 Generic IRQ9 via SERIRQ, SCI, TCO, or PIRQ#

2 Generic IRQ10 via SERIRQ, SCI, TCO, or PIRQ#

3 Generic IRQ11 via SERIRQ, SCI, TCO, or PIRQ#, or HPET #2
Slave 4 PS/2 Mouse IRQ12 via SERIRQ, SCI, TCO, or PIRQ#, or HPET #3

State Machine output based on processor FERR#
5 Internal assertion. May optionally be used for SCI or TCO interrupt
if FERR# not needed.
6 SATA* IRQ14 via SERIRQ or PIRQ#
7 SATA* IRQ15 via SERIRQ or PIRQ#

Note: SERIRQ and PIRQ are not externally routed. They are used to reference internally routed PCle*
interrupts.

The system cascades the slave controller onto the master controller through master
controller interrupt input 2. This leaves 15 possible interrupts for the PIC. Interrupts
can individually be programmed to be edge or level, except for IRQO, IRQ2, IRQ8#,
and IRQ13.
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4.6.1.1

Table 4-11.

4.6.1.2

Table 4-12.

4.6.1.3

Active-low interrupt sources (for example, the PIRQ#s) are inverted internally. In the
following descriptions of the 8259s, the interrupt levels are in reference to the signals
at the internal interface of the 8259s after the required inversions have occurred.
Therefore, the term “high” indicates “active,” which means “low” on an originating
PIRQ#.

Interrupt Handling

Generating Interrupts
The PIC interrupt sequence involves three bits, from the IRR, ISR, and IMR, for each

interrupt level. These bits are used to determine the interrupt vector returned, and
status of any other pending interrupts. Table 4-11 defines the IRR, ISR, and IMR.

Interrupt Status Registers

Bit Description

Interrupt Request Register - This bit is set on a low to high transition of the interrupt line in edge
IRR mode, and by an active high level in level mode. This bit is set whether or not the interrupt is
masked. However, a masked interrupt does not generate INTR.

Interrupt Service Register - This bit is set, and the corresponding IRR bit cleared, when an interrupt

ISR acknowledge cycle is seen, and the vector returned is for that interrupt.

Interrupt Mask Register - This bit determines whether an interrupt is masked. Masked interrupts do

MR not generate INTRs.

Acknowledging Interrupts

The processor generates an interrupt acknowledge cycle that is translated by the host
bridge into a PCI Interrupt Acknowledge Cycle. The PIC translates this command into
two internal INTA# pulses expected by the 8259 cores. The PIC uses the first internal
INTA# pulse to freeze the state of the interrupts for priority resolution. On the second
INTA# pulse, the master or slave sends the interrupt vector to the processor with the
acknowledged interrupt code. This code is based upon bits [7:3] of the corresponding
ICW?2 register, combined with three bits representing the interrupt within that
controller.

Content of Interrupt Vector Byte

Master, Slave Interrupt Bits [7:3] Bits [2:0]
IRQ7,15 111
IRQ6,14 110
IRQ5,13 101
IRQ4,12 100

ICW2[7:3]
IRQ3,11 011
IRQ2,10 010
IRQ1,9 001
IRQO,8 000

Hardware/Software Interrupt Sequence

1. One or more of the Interrupt Request lines (IRQ) are raised high in edge mode, or
seen high in level mode, setting the corresponding IRR bit.

2. The PIC sends INTR active to the processor if an asserted interrupt is not masked.

Intel® Communications Chipset 89xx Series - Datasheet

130

April 2014
Order Number: 327879-005US



4.0

4.6.2

4.6.2.1

4.6.2.2

April 2014

intel)

3. The processor acknowledges the INTR and responds with an interrupt acknowledge
cycle. The cycle is translated into a PCI interrupt acknowledge cycle by the host
bridge. This command is broadcast over PCI.

4. Upon observing its own interrupt acknowledge cycle on PCI, the cycle is converted
into two cycles that the internal 8259 pair can respond to. Each cycle appears as an
interrupt acknowledge pulse on the internal INTA# pin of the cascaded interrupt
controllers.

5. Upon receiving the first internally generated INTA# pulse, the highest priority ISR
bit is set and the corresponding IRR bit is reset. On the trailing edge of the first
pulse, a slave identification code is broadcast by the master to the slave on a
private, internal three bit wide bus. The slave controller uses these bits to
determine if it must respond with an interrupt vector during the second INTA#
pulse.

6. Upon receiving the second internally generated INTA# pulse, the PIC returns the
interrupt vector. If no interrupt request is present because the request was too
short in duration, the PIC returns vector 7 from the master controller.

7. This completes the interrupt cycle. In AEOI mode the ISR bit is reset at the end of
the second INTA# pulse. Otherwise, the ISR bit remains set until an appropriate
EOI command is issued at the end of the interrupt subroutine.

Initialization Command Words (ICWx)

Before the operation can begin, each 8259 must be initialized. This is a four-byte
sequence. The four initialization command words are referred to by their acronyms:
ICW1, ICW2, ICW3, and ICW4.

The base address for each 8259 initialization command word is a fixed location in the
I/O memory space: 20h for the master controller and AOh for the slave controller.

ICW1

An I/0 write to the master or slave controller base address with data bit 4 equal to 1 is
interpreted as a write to ICW1. Upon sensing this write, the PIC expects three more
byte writes to 21h for the master controller, or Alh for the slave controller, to complete
the ICW sequence.

A write to ICW1 starts the initialization sequence during which the following
automatically occur:

1. Following initialization, an interrupt request (IRQ) input must make a low-to-high
transition to generate an interrupt.

The Interrupt Mask Register is cleared.
IRQ7 input is assigned priority 7.
The slave mode address is set to 7.

u A W N

Special mask mode is cleared and Status Read is set to IRR.

ICW2
The second write in the sequence (ICW2) is programmed to provide bits [7:3] of the

interrupt vector that is released during an interrupt acknowledge. A different base is
selected for each interrupt controller.
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ICW3

The third write in the sequence (ICW3) has a different meaning for each controller:

e For the master controller, ICW3 is used to indicate which IRQ input line is used to
cascade the slave controller. In this case, IRQ2 is used. Therefore, bit 2 of ICW3 on
the master controller is set to a 1, and the other bits are set to 0s.

¢ For the slave controller, ICW3 is the slave identification code used during an
interrupt acknowledge cycle. On interrupt acknowledge cycles, the master
controller broadcasts a code to the slave controller if the cascaded interrupt won
arbitration on the master controller. The slave controller compares this
identification code to the value stored in its ICW3, and if it matches, the slave
controller assumes responsibility for broadcasting the interrupt vector.

ICw4

The final write in the sequence (ICW4) must be programmed for both controllers. At
the very least, bit 0 must be set to a 1 to indicate that the controllers are operating in
an Intel Architecture-based system.

Operation Command Words (OCW)

These command words reprogram the Interrupt controller to operate in various
interrupt modes.

e OCW1 masks and unmasks interrupt lines.

e OCW2 controls the rotation of interrupt priorities when in rotating priority mode,
and controls the EOI function.

e OCWS3 sets up ISR/IRR reads, enables/disables the special mask mode (SMM), and
enables/disables polled interrupt mode.

Modes of Operation

Fully Nested Mode

In this mode, interrupt requests are ordered in priority from 0 through 7, with 0 being
the highest. When an interrupt is acknowledged, the highest priority request is
determined and its vector placed on the bus. Additionally, the ISR for the interrupt is
set. This ISR bit remains set until. The processor issues an EOI command immediately
before returning from the service routine, or if in AEOI mode, on the trailing edge of
the second INTA#. While the ISR bit is set, all further interrupts of the same or lower
priority are inhibited, while higher levels generate another interrupt. Interrupt priorities
can be changed in the rotating priority mode.

Special Fully Nested Mode

This mode is used in the case of a system where cascading is used, and the priority has
to be conserved within each slave. In this case, the special fully nested mode is
programmed to the master controller. This mode is similar to the fully nested mode
with the following exceptions:

e When an interrupt request from a certain slave is in service, this slave is not locked
out from the master's priority logic and further interrupt requests from higher
priority interrupts within the slave are recognized by the master and initiate
interrupts to the processor. In the normal-nested mode, a slave is masked out
when its request is in service.
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¢ When exiting the Interrupt Service routine, software has to check whether the
interrupt serviced was the only one from that slave. This is done by sending a
Non-Specific EOI command to the slave and then reading its ISR. If itis 0, a
non-specific EOI can also be sent to the master.

Automatic Rotation Mode (Equal Priority Devices)

In some applications, there are a number of interrupting devices of equal priority.
Automatic rotation mode provides for a sequential 8-way rotation. In this mode, a
device receives the lowest priority after being serviced. In the worst case, a device
requesting an interrupt has to wait until each of seven other devices are serviced at
most once.

There are two ways to accomplish automatic rotation using OCW2; the rotation on
Non-Specific EOI Command (R=1, SL=0, EOI=1) and the rotate in automatic EOI mode
that is set by (R=1, SL=0, EOI=0).

Specific Rotation Mode (Specific Priority)

Software can change interrupt priorities by programming the bottom priority. For
example, if IRQ5 is programmed as the bottom priority device, then IRQ6 is the highest
priority device. The Set Priority command is issued in OCW2 to accomplish this, where:
R=1, SL=1, and LO-L2 is the binary priority level code of the bottom priority device.

In this mode, internal status is updated by software control during OCW2. However, it
is independent of the EOI command. Priority changes can be executed during an EOI
command by using the Rotate on Specific EOI command in OCW2 (R=1, SL=1, EOI=1
and LO-L2=IRQ level to receive bottom priority.

Poll Mode

Poll mode can be used to conserve space in the interrupt vector table. Multiple
interrupts that can be serviced by one interrupt service routine do not need separate
vectors if the service routine uses the poll command. Poll mode can also be used to
expand the number of interrupts. The polling interrupt service routine can call the
appropriate service routine, instead of providing the interrupt vectors in the vector
table. In this mode, the INTR output is not used and the microprocessor internal
Interrupt Enable flip-flop is reset, disabling its interrupt input. Service to devices is
achieved by software using a Poll command.

The Poll command is issued by setting P=1 in OCW3. The PIC treats its next I/O read as
an interrupt acknowledge, sets the appropriate ISR bit if there is a request, and reads
the priority level. Interrupts are frozen from the OCW3 write to the I/O read. The byte
returned during the I/O read contains a 1 in bit 7 if there is an interrupt, and the binary
code of the highest priority level in bits 2:0.

Cascade Mode

The PIC has one master 8259 and one slave 8259 cascaded onto the master through
IRQ2. This configuration can handle up to 15 separate priority levels. The master
controls the slaves through a three bit internal bus. When the master drives 010b on
this bus, the slave controller takes responsibility for returning the interrupt vector. An
EOI command must be issued twice: once for the master and once for the slave.
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Edge and Level Triggered Mode

In ISA systems this mode is programmed using bit 3 in ICW1, which sets level or edge
for the entire controller. This bit is disabled and a new register for edge and level
triggered mode selection, per interrupt input, is included. This is the Edge/Level Control
Registers ELCR1 and ELCR2.

If an ELCR bit is 0, an interrupt request is recognized by a low-to-high transition on the
corresponding IRQ input. The IRQ input can remain high without generating another
interrupt. If an ELCR bit is 1, an interrupt request is recognized by a high level on the
corresponding IRQ input and there is no need for an edge detection. The interrupt
request must be removed before the EOI command is issued to prevent a second
interrupt from occurring.

In both the edge and level triggered modes, the IRQ inputs must remain active until
after the falling edge of the first internal INTA#. If the IRQ input goes inactive before
this time, a default IRQ7 vector is returned.

End of Interrupt (EOI) Operations

An EOI can occur in one of two fashions: by a command word write issued to the PIC
before returning from a service routine, the EOI command, or automatically when AEOI
bit in ICW4 is set to 1.

Normal End of Interrupt

In normal EOI, software writes an EOI command before leaving the interrupt service
routine to mark the interrupt as completed. There are two forms of EOI commands:
Specific and Non-Specific.

When a Non-Specific EOI command is issued, the PIC clears the highest ISR bit of
those that are set to 1. Non-Specific EOI is the normal mode of operation of the PIC, as
the interrupt being serviced currently is the interrupt entered with the interrupt
acknowledge. When the PIC is operated in modes that preserve the fully nested
structure, software can determine which ISR bit to clear by issuing a Specific EOI. An
ISR bit that is masked is not cleared by a Non-Specific EOI if the PIC is in the special
mask mode. An EOI command must be issued for both the master and slave controller.

Automatic End of Interrupt Mode

In this mode, the PIC automatically performs a Non-Specific EOI operation at the
trailing edge of the last interrupt acknowledge pulse. From a system standpoint, this
mode should be used only when a nested multi-level interrupt structure is not required
within a single PIC. The AEOI mode can only be used in the master controller and not
the slave controller.

Masking Interrupts

Masking on an Individual Interrupt Request

Each interrupt request can be masked individually by the Interrupt Mask Register
(IMR). This register is programmed through OCW1. Each bit in the IMR masks one
interrupt channel. Masking IRQ2 on the master controller masks all requests for service
from the slave controller.
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Special Mask Mode

Some applications may require an interrupt service routine to dynamically alter the
system priority structure during its execution under software control. For example, the
routine may wish to inhibit lower priority requests for a portion of its execution but
enable some of them for another portion.

The special mask mode enables all interrupts not masked by a bit set in the Mask
register. Normally, when an interrupt service routine acknowledges an interrupt without
issuing an EOI to clear the ISR bit, the interrupt controller inhibits all lower priority
requests. In the special mask mode, any interrupts may be selectively enabled by
loading the Mask Register with the appropriate pattern. The special mask mode is set
by OCW3 where: SSMM=1, SMM=1, and cleared where SSMM=1, SMM=0.

Steering PCI Interrupts

The PIC can be programmed to allow PIRQA#-PIRQH# to be routed internally to
interrupts 3-7, 9-12, 14 or 15. The assignment is programmable through the PIRQx
Route Control registers, located at 60-63h and 68-6Bh in Device 31:Function 0. One or
more PIRQx# lines can be routed to the same IRQx input. If interrupt steering is not
required, the Route registers can be programmed to disable steering.

The PIRQx# lines are defined as active low, level sensitive to allow multiple interrupts
on a PCI board to share a single line across the connector. When a PIRQx# is routed to
specified IRQ line, software must change the IRQ's corresponding ELCR bit to level
sensitive mode. Active-low interrupts (PIRQx#) can be internally inverted to send an
active high level to the PIC. When a PCI interrupt is routed onto the PIC, the selected
IRQ can no longer be used by an active high device (through SERIRQ). However, active
low interrupts can share their interrupt with PCI interrupts.

Internal sources of the PIRQs, including SCI and TCO interrupts, cause the external
PIRQ to be asserted. The PIRQ input, like all of the other external sources, are routed
accordingly.

Advanced Programmable Interrupt Controller (APIC)
(B0:D31:F0)

In addition to the standard ISA-compatible PIC described in the previous chapter, the
system incorporates the APIC. While the standard interrupt controller is intended for
use in a uni-processor system, APIC can be used in either a uni-processor or
multi-processor system.

Interrupt Handling
The I/0O APIC handles interrupts differently than the 8259. Briefly, these differences
are:

e Method of Interrupt Transmission - The I/O APIC transmits interrupts through
memory writes on the normal data path to the processor, and interrupts are
handled without the need for the processor to run an interrupt acknowledge cycle.

e Interrupt Priority - The priority of interrupts in the I/O APIC is independent of the
interrupt number. For example, interrupt 10 can be given a higher priority than
interrupt 3.

e More Interrupts - The I/O APIC supports a total of 24 interrupts.

e Multiple Interrupt Controllers - The I/O APIC architecture allows for multiple I/O
APIC devices in the system with their own interrupt vectors.
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4.7.2 Interrupt Mapping

The I/O APIC supports 24 APIC interrupts. Each interrupt has its own unique vector
assigned by software. The interrupt vectors are mapped as follows and match “Config
6" of the Multi-Processor Specification.

Table 4-13. APIC Interrupt Mapping!

IRQ # SE‘I;iIaRQ I\)IleiaZsZ(;Ie Internal Modules
0 No No Cascade from 8259 #1
1 Yes Yes
2 No No 8254 Counter 0, HPET #0 (legacy mode)
3 Yes Yes
4 Yes Yes
5 Yes Yes
6 Yes Yes
7 Yes Yes
8 No No RTC, HPET #1 (legacy mode)
9 Yes Yes Option for SCI, TCO
10 Yes Yes Option for SCI, TCO
11 Yes Yes HPET #2, Option for SCI, TCO (Note 2)
12 Yes Yes HPET #3 (Note 3)
13 No No FERR# logic
14 Yes Yes SATA*
15 Yes Yes SATA*
16 PIRQA#
17 PIRQB#
Yes Internal devices are routable
18 PIRQC#
19 PIRQD#
20 N/A
21 N/A Yes Option for SCI, TCO, HPET #0,1,2, 3. Other internal devices are
22 N/A routable
23 N/A
Notes:

1.

PIRQ is not externally routed rather they are used to reference internally routed PCle* interrupts.

2. When programming the polarity of internal interrupt sources on the APIC, interrupts 0 through 15
receive active-high internal interrupt sources, while interrupts 16 through 23 receive active-low internal
interrupt sources.

3. If IRQ 11 is used for HPET #2, software should ensure IRQ 11 is not shared with any other devices to
guarantee the proper operation of HPET #2. The hardware does not prevent sharing of IRQ 11.

4. If IRQ 12 is used for HPET #3, software should ensure IRQ 12 is not shared with any other devices to
guarantee the proper operation of HPET #3. The hardware does not prevent sharing of IRQ 12.

4.7.3 PCI Express* Message-Based Interrupts

When external devices through PCI Express* wish to generate an interrupt, they send
the message defined in the PCI Express* Base Specification, Revision 1.0a for
generating INTA# - INTD#. These are translated internal assertions/de-assertions of

INTA#
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IOXAPIC Address Remapping

To support Intel® Virtualization Technology, interrupt messages are required to go
through similar address remapping as any other memory request. Address remapping
allows for domain isolation for interrupts, so a device assigned in one domain is not
allowed to generate an interrupt to another domain.

The address remapping is based on the Bus: Device: Function field associated with the
requests. The internal APIC is required to initiate the interrupt message using a unique
Bus: Device: function.

The system BIOS allows for the programming of the unique Bus: Device: Function
address for the internal APIC. This address field does not change the APIC functionality
and the APIC is not promoted as a stand-alone PCI device. See Bus 0: Device 31:
Function 0 Offset 6Ch for additional information.

Serial Interrupt (B0:D31:F0)

Serial Interrupt protocol is supported. This allows a single signal to be used to report
interrupt requests. The signal used to transmit this information is shared between the
host and all peripherals that support serial interrupts. The signal line, SERIRQ, is
synchronous to PCI clock, and follows the sustained tri-state protocol that is used by all
PCI signals. This means that if a device has driven SERIRQ low, it first drives it high
synchronous to PCI clock and release it the following PCI clock. The serial IRQ protocol
defines this sustained tri-state signaling in the following fashion:

e S - Sample Phase. Signal driven low
e R - Recovery Phase. Signal driven high
e T - Turn-around Phase. Signal released

The SERIRQ interface supports a message for 21 serial interrupts. These represent the
15 ISA interrupts (IRQO0-1, 2-15), the four PCI interrupts, and the control signals SMI#
and IOCHK#. The serial IRQ protocol does not support the additional APIC interrupts
(20-23).

Start Frame

The serial IRQ protocol has two modes of operation which affect the start frame. These
two modes are:

e Continuous - SERIRQ controller is responsible for generating the start frame.
¢ Quiet - a serial IRQ peripheral is responsible for beginning the start frame.

The mode that must first be entered when enabling the serial IRQ protocol is
continuous mode. In this mode, SERIRQ Controller asserts the start frame. This start
frame is 4, 6, or 8 PCI clocks wide based upon the Serial IRQ Control Register, bits 1:0
at 64h in Device 31:Function 0 configuration space. This is a polling mode.

When the serial IRQ stream enters quiet mode (signaled in the Stop Frame), the
SERIRQ line remains inactive and pulled up between the Stop and Start Frame until a
peripheral drives the SERIRQ signal low. The SERIRQ Controller senses the line low and
continues to drive it low for the remainder of the Start Frame. Since the first PCI clock
of the start frame was driven by the peripheral in this mode, the SERIRQ Controller
drives the SERIRQ line low for 1 PCI clock less than in continuous mode. This mode of
operation allows for a quiet, and therefore lower power, operation.
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4.8.2

4.8.3

Table 4-14.

4.8.4

Data Frames

Once the Start frame has been initiated, all of the SERIRQ peripherals must start
counting frames based on the rising edge of SERIRQ. Each of the IRQ/DATA frames has
exactly 3 phases of 1 clock each:

e Sample Phase - During this phase, the SERIRQ device drives SERIRQ low if the
corresponding interrupt signal is low. If the corresponding interrupt is high, then
the SERIRQ devices tri-state the SERIRQ signal. The SERIRQ line remains high due
to pull-up resistors (there is no internal pull-up resistor on this signal, an external
pull-up resistor is required). A low level during the IRQ0-1 and IRQ2-15 frames
indicates that an active-high ISA interrupt is not being requested, but a low level
during the PCI INT[A:D], SMI#, and IOCHK# frame indicates that an active-low
interrupt is being requested.

e Recovery Phase - During this phase, the device drives the SERIRQ line high if in the
Sample Phase it was driven low. If it was not driven in the sample phase, it is
tri-stated in this phase.

e Turn-around Phase - The device tri-states the SERIRQ line.
Stop Frame
After all data frames, a Stop Frame is driven by the SERIRQ controller. The SERIRQ
signal is driven low by the SERIRQ controller for two or three PCI clocks. The number of

clocks is determined by the SERIRQ configuration register. The number of clocks
determines the next mode:

Stop Frame Explanation

Stop Frame Width Next Mode
2 PCI clocks Quiet Mode. Any SERIRQ device may initiate a Start Frame
3 PCI clocks Continuous Mode. Only the host (SERIRQ Controller) may initiate a Start Frame

Specific Interrupts Not Supported via SERIRQ

There are three interrupts seen through the serial stream that are not supported.
These interrupts are generated internally, and are not sharable with other devices
within the system. These interrupts are:

e IRQO - Heartbeat interrupt generated off of the internal 8254 counter 0.

e TRQ8# - RTC interrupt can only be generated internally.

e JRQ13 - Floating point error interrupt generated off of the processor assertion of
FERR#.

The SERIRQ controller ignores the state of these interrupts in the serial stream, and
does not adjust their level based on the level seen in the serial stream.
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Data Frame Format

Table 4-15 shows the format of the data frames.

Table 4-15. Data Frame Format

4.9

April 2014

222, | merrupe | Glocke e Comment
1 IRQO 2 Ignored. IRQO can only be generated via the internal 8524
2 IRQ1 5
3 SMI# 8 Causes SMI# if low. Sets the SERIRQ_SMI_STS bit.
4 IRQ3 11
5 IRQ4 14
6 IRQ5 17
7 IRQ6 20
8 IRQ7 23
9 IRQ8 26 Ignored. IRQ8# can only be generated internally.
10 IRQ9 29
11 IRQ10 32
12 IRQ11 35
13 IRQ12 38
14 IRQ13 41 Ignored. IRQ13 can only be generated from FERR#
15 IRQ14 44 Not attached to SATA* logic
16 IRQ15 47 Not attached to SATA* logic
17 IOCHCK# 50 Same as ISA IOCHCK# going active.

18 PCI INTA# 53 PIRQA#
19 PCI INTB# 56 PIRQB#
20 PCI INTC# 59 PIRQC#
21 PCI INTD# 62 PIRQD#

Real Time Clock (B0:D31:F0)

The Real Time Clock (RTC) module provides a battery backed-up date and time keeping
device with two banks of static RAM with 128 bytes each, although the first bank has
114 bytes for general purpose usage.

Three interrupt features are available:
e Time of day alarm with once a second to once a month range
e Periodic rates of 122 us to 500 ms
e End of update cycle notification

Seconds, minutes, hours, days, day of week, month, and year are counted. Daylight
savings compensation is no longer supported. The hour is represented in 12- or
24-hour format, and data can be represented in BCD or binary format. The design is
functionally compatible with the Motorola* MS146818B. The time keeping comes from
a 32.768 kHz oscillating source, which is divided to achieve an update every second.
The lower 14 bytes on the lower RAM block have specific functions. The first 10 are for
time and date information; the next four (OAh to ODh) are registers, which configure
and report RTC functions.
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Note:

4.9.1

Warning:

4.9.2

4.9.3

The time and calendar data should match the data mode (BCD or binary) and hour
mode (12- or 24-hour) as selected in register B. The programmer must make sure that
the data stored in these locations is within the reasonable values ranges and represents
a possible date and time.

The exception to these ranges is to store a value of CO-FFh in the Alarm bytes to
indicate a don’t care situation. All Alarm conditions must match to trigger an Alarm
Flag, which could trigger an Alarm Interrupt if enabled. The SET bit must be 1 while
programming these locations to avoid clashes with an update cycle. Access to time and
date information is done through the RAM locations. If a RAM read from the ten time
and date bytes is attempted during an update cycle, the value read do not necessarily
represent the true contents of those locations. Any RAM writes under the same
conditions are ignored.

The leap year determination for adding a 29th day to February does not take into
account the end-of-the-century exceptions. The logic assumes that all years divisible
by 4 are leap years. According to the Royal Observatory Greenwich, years that are
divisible by 100 are typically not leap years. In every fourth century (years divisible by
400, like 2000), the 100-year-exception is over-ridden and a leap-year occurs. The
year 2100 is the first time in which the current RTC implementation would incorrectly
calculate the leap-year. The month/year alarms are not implemented.

Update Cycles

An update cycle occurs once a second, if the SET bit of register B is not asserted and
the divide chain is properly configured. During this procedure, the stored time and date
are incremented, overflow is checked, a matching alarm condition is checked, and the
time and date are rewritten to the RAM locations. The update cycle starts at least

488 us after the UIP bit of register A is asserted, and the entire cycle does not take
more than 1984 us to complete. The time and date RAM locations (0-9) are
disconnected from the external bus during this time.

To avoid update and data corruption conditions, external RAM access to these locations
can safely occur at two times. When a updated-ended interrupt is detected, almost 999
ms is available to read and write the valid time and date data. If the UIP bit of Register
A is detected to be low, there is at least 488 us before the update cycle begins.

The overflow conditions for leap years adjustments are based on more than one date or
time item. To ensure proper operation when adjusting the time, the new time and data
values should be set at least two seconds before leap year occurs.

Interrupts

The real-time clock interrupt is internally routed both to the I/O APIC and the 8259. It
is mapped to interrupt vector 8. This interrupt is not shared with any other interrupt.
IRQ8# from the SERIRQ stream is ignored. However, the High Performance Event
Timers can also be mapped to IRQ8#; in this case, the RTC interrupt is blocked.

Lockable RAM Ranges

The RTC’s battery-backed RAM supports two 8-byte ranges that can be locked via the
configuration space. If the locking bits are set, the corresponding range in the RAM is
not readable or writable. A write cycle to those locations has no effect. A read cycle to
those locations does not return the location’s actual value (resultant value is
undefined).

Once a range is locked, the range can be unlocked only by a hard reset, which invokes
the BIOS and allow it to relock the RAM range.
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A century rollover is detected when the Year byte (RTC I/0O space, index offset 09h)
transitions form 99 to 00. Upon detecting the rollover, the NEWCENTURY_STS bit
(TCOBASE + 04h, bit 7). If the system is in an SO state, this causes an SMI#. The
SMI# handler can update registers in the RTC RAM that are associated with century
value. If the system is in a sleep state (S1-S5) when the century rollover occurs, the
NEWCENTURY_STS bit is set, but no SMI# is generated. When the system resumes
from the sleep state, BIOS should check the NEWCENTURY_STS bit and update the
century value in the RTC RAM.

Century Rollover

Clearing Battery-Backed RTC RAM

CMOS RAM is cleared by using a jumper on RTCRST# or GPI. Implementations should
not attempt to clear CMOS by using a jumper to pull VccRTC low.

Using RTCRST# to Clear CMOS

A jumper on RTCRST# can be used to clear CMOS values, as well as reset to default,
the state of those configuration bits that reside in the RTC power well. When the
RTCRST# is strapped to ground, the RTC_PWR_STS bit (B0:D31:F0:A4h bit 2) is set
and those configuration bits in the RTC power well is set to their default state. BIOS can
monitor the state of this bit, and manually clear the RTC CMOS array once the system
is booted. The normal position would cause RTCRST# to be pulled up through a weak
pull-up resistor. Table 4-16 shows which bits are set to their default state when
RTCRST# is asserted. This RTCRST# jumper technique allows the jumper to be moved
and then replaced—all while the system is powered off. Then, once booted, the
RTC_PWR_STS can be detected in the set state.

Table 4-16. Configuration Bits Reset by RTCRST# Assertion (Sheet 1 of 2)

April 2014

. . . . Default
Bit Name Register Location Bit(s) State
Register B (General
'(AAaIET Interrupt Enable Configuration) I/0 space (RTC Index + 0Bh) 5 X
(RTC_REGB)
Alarm Flag (AF) EZS!EESF)C&?'SQREGC) 1/0 space (RTC Index + 0Ch) 5 X
General PM
SWSMI_RATE_SEL Configuration 3 Register | BO:D31:F0:A4h 7:6 0
GEN_PMCON_3
o General PM
SLP_S4# Minimum Configuration 3 Register | BO:D31:F0:A4h 5:4 0
Assertion Width GEN PMCON 3
’ General PM
SLP_S4# Assertion Configuration 3 Register | B0:D31:F0:A4h 3 0
Stretch Enable GEN PMCON 3
General PM
RTC Power Status Configuration 3 Register | B0:D31:F0:A4h 2 0
(RTC_PWR_STS) GEN_PMCON_3
General PM
Power Failure (PWR_FLR) | Configuration 3 Register | BO:D31:F0:A4h 1 0
(GEN_PMCON_3)
General PM
AFTERG3_EN Configuration 3 Register | BO:D31:F0:A4h 0 0
GEN_PMCON_3
) Power Management 1
Power Button Override :
Status (PRBTNOR_STS) (S;;tijssr_{resg)lster PMBase + 00h 11 0
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Table 4-16. Configuration Bits Reset by RTCRST# Assertion (Sheet 2 of 2)

Note:

Warning:

4.10

. . . . Default
Bit Name Register Location Bit(s) State

Power Management 1

RTC Event Enable Enable Register PMBase + 02h 10 0

(RTC_EN) (PM1_EN)

Sleep Type (SLP_TYP) (P:‘;"r‘]’frgl'*"(apﬁfeg“NeT”)t 1| pMBase + 04h 12:10 0
General Purpose Event 0

PME_EN Enables Register PMBase + 2Ch 11 0
(GPEO_EN)
General Purpose Event 0

BATLOW_EN Enables Register PMBase + 2Ch 10 0
(GPEO_EN)
General Purpose Event 0

RI_EN Enables Register PMBase + 2Ch 8 0
(GPEO_EN)

NEWCENTURY_STS Ifgglsg“%; Register | tcopase + 04h 7 0

Intruder Detect TCO2 Status Register

(INTRD_DET) (TCO2_STS) TCOBase + 06h 0 0
Backed Up Control Chipset Config

Top Swap (TS) Register (BUC) Registers:Offset 3414h 0 X

Using a GPI to Clear CMOS

A jumper on a GPI can also be used to clear CMOS values. BIOS would detect the
setting of this GPI on system boot-up, and manually clear the CMOS array.

The GPI strap technique to clear CMOS requires multiple steps to implement. The
system is booted with the jumper in new position, then powered back down. The
jumper is replaced back to the normal position, then the system is rebooted again.

Do not implement a jumper on VccRTC to clear CMOS.

Processor Interface (B0:D31:F0)

The processor interface is based on the following pin-based signals other than DMI:

e Standard Outputs to processor: A20GATE, INIT3_3V#, CPUPWRGD, PMSYNC#,
PECI

e Standard Input from processor: THRMTRIP#
Most outputs to the processor use standard buffers. The system has separate
V_CPU_IO signals that are pulled up at the system level to the processor voltage, and
thus determines VOH for the outputs to the processor.
The following processor interface legacy pins were removed:

o IGNNE#, STPCLK#, DPSLP#, are DPRSLPVR are no longer required for systems.

o A20M#, SMI#, NMI, INIT#, INTR, FERR#: Functionality has been replaced by
in-band Virtual Legacy Wire (VLW) messages. See Section 4.10.3.

Intel® Communications Chipset 89xx Series - Datasheet

142

April 2014
Order Number: 327879-005US



4.0

4.10.1

4.10.1.1

4.10.1.2

Table 4-17.
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Note:

4.10.1.4
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This section describes each of the processor interface signals. The behavior of some
signals may vary during processor reset because the signals are used for frequency
strapping.

Processor Interface Signals and VLW Messages

A20M# (Mask A20) / A20GATE

The A20M# VLW message is asserted when both of the following conditions are true:
e The ALT_A20_GATE bit (Bit 1 of PORT92 register) isa 0
e The A20GATE input signal is a 0

The A20GATE input signal is expected to be generated by the external microcontroller
(KBC).

INIT (Initialization)

The INIT# VLW Message is asserted based on any one of several events described in
Table 4-17. When any of these events occur, INIT# is asserted for 16 PCI clocks, then
driven high.

INIT# Going Active

Cause of INIT3_3V# Going Active Comment

Shutdown special cycle from processor observed on the INIT assertion based on value of Shutdown Policy
Processor interconnect. Select register (SPS)

PORT92 write, where INIT_NOW (bit 0) transitions from a
Otoal.

PORTCF9 write, where SYS_RST (bit 1) was a 0 and
RST_CPU (bit 2) transitions from 0 to 1.

0 to 1 transition on RCIN# must occur before
INIT3_3V# can be re-generated.

Note: RCIN# signal is expected to be low
RCIN# input signal goes low. RCIN# is expected to be during S3, S4, and S5 states. Transition
driven by the external microcontroller (KBC). on the RCIN# signal in those states (or
the transition to those states) may not
necessarily cause the INIT3_3V# signal
to be generated to the processor.

FERR# (Numeric Coprocessor Error)

The system supports coprocessor error function with the FERR# message. The function
is enabled via the COPROC_ERR_EN bit. If FERR# is driven active by the processor,
IRQ13 goes active (internally). When it detects a write to the COPROC_ERR register
(I/0 Register FOh), the internal IRQ13 is negated and IGNNE# is activated. IGNNE#
remains active until FERR# is driven inactive. IGNNE# is never driven active unless
FERR# is active.

IGNNE# (Ignore Numeric Error is internally generated by the processor.)

NMI (Non-Maskable Interrupt)

Non-Maskable Interrupts (NMIs) can be generated by several sources, as described in
Table 4-18.
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Table 4-18. NMI Sources

4.10.1.5

4.10.2

4.10.2.1

4.10.3

Note:

4.11

4.11.1

Cause of NMI Comment

SERR# goes active (either internally, externally | Can instead be routed to generate an SCI, through the
via SERR# signal, or via message from NMI2SCI_EN bit (Device 31:Function 0, TCO Base + 08h,
Processor) bit 11).

Can instead be routed to generate an SCI, through the
NMI2SCI_EN bit (Device 31:Function 0, TCO Base + 08h,
bit 11).

IOCHK# goes active via SERIRQ# stream
(ISA system Error)

Processor Power Good (CPUPWRGD)

This signal is connected to the processor’'s PWRGOOD input. CPUPWRGD is asserted
after PCH PWROK. CPUPWRGD will not be asserted after PWROK until an internal DMI
reference clock PLL is locked.

Dual-Processor Issues

Usage Differences
In dual-processor designs, some of the processor signals are unused or used differently
than for uniprocessor designs.

o A20M#/A20GATE and FERR# are generally not used, but still supported.

e I/O APIC and SMI# are assumed to be used.

Virtual Legacy Wire (VLW) Messages
The system supports VLW messages as alternative method of conveying the status of
the following legacy sideband interface signals to the CPU:
o A20M#
e INTR
o SMI#
INIT#
e NMI

IGNNE# VLW message is not required to be generated as it is internally emulated by
the Processor.

VLW are inbound messages to the CPU. They are communicated via Vendor Defined
Message over the DMI link.

Legacy processor signals can only be delivered via VLW. Delivery of legacy processor
signals (A20M#, INTR, SMI#, INIT# or NMI) via I/O APIC controller is not supported.

Power Management (B0:D31:F0)

Features

e Support for Advanced Configuration and Power Interface, Version 3.0b (ACPI)
providing power and thermal management
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— ACPI 24-Bit Timer SCI and SMI# Generation
e PCI PME# signal for Wake Up from Low-Power states

e System Sleep State Control
— ACPI S3 state — Suspend to RAM (STR)
— ACPI S4 state — Suspend-to-Disk (STD)
— ACPI G2/S5 state — Soft Off (SOFF)
— Power Failure Detection and Recovery

e Management Engine Power Management Support

— Wake events from the Management Engine (enabled from all S-States including
Catastrophic S5 conditions)

4.11.2 System Power States

Table 4-19 shows the power states defined for system platforms. The state names
generally match the corresponding ACPI states.

Table 4-19. General Power States for Platform Systems

State/
Substates

Legacy Name / Description

G0/s0/Co

Full On: Processor operating. Individual devices may be shut down or be placed into lower
power states to save power.

G0/S0/Cx

Cx State: Cx states are processor power states within the SO system state that provide for
various levels of power savings. The processor initiates C-state entry. The system’s behavior
is based on the processor state.

G1/s1

S1: The system provides the S1 messages and the SO messages on a wake event. It is
preferred for systems to use C-states than S1.

G1/S3

Suspend-To-RAM (STR): The system context is maintained in system DRAM, but power is
shut off to non-critical circuits. Memory is retained and refreshes continue. All external
clocks stop except RTC.

G1/54

Suspend-To-Disk (STD): The context of the system is maintained on the disk. All power is
then shut off to the system except for the logic required to resume.

G2/S5

Soft Off (SOFF): System context is not maintained. All power is shut off except for the logic
required to restart. A full boot is required when waking.

G3

Mechanical OFF (MOFF): System context not maintained. All power is shut off except for the
RTC. No “Wake” events are possible. This state occurs if the user removes the main system
batteries in a mobile system, turns off a mechanical switch, or if the system power supply is
at a level that is insufficient to power the “waking” logic. When system power returns,
transition depends on the state just prior to the entry to G3 and the AFTERG3 bit in the
GEN_PMCONS3 register (B0:D31:F0, offset A4). See Table 4-26 for more details.

Table 4-20 shows the transitions rules among the various states. Transitions among the
various states may appear to temporarily transition through intermediate states. For
example, in going from SO to S3, it may appear to pass through the G1/S1 states.
These intermediate transitions and states are not listed in the table.
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Table 4-20. State Transition Rules

Present . .
State Transition Trigger Next State
DMI Msg e G0/S0/Cx
SLP_EN bit set e G1/Sx or G2/S5 state
G0/S0/C0 Power Button Override e G2/S5
Mechanical Off/Power Failure ¢ G3
DMI Msg e G0/S0/CO
G0/S0/Cx Power Button Override e S5
Mechanical Off/Power Failure e G3
G1/S1, Any Enabled Wake Event e GO0/S0/CO (See Note 2)
G1/S3, or Power Button Override e G2/S5
G1/s4 Mechanical Off/Power Failure e G3
G2/S5 Any Enabled Wake Event e GO0/S0/CO (See Note 2)
Mechanical Off/Power Failure e G3
e Optional to go to S0/CO (reboot) or G2/S5
G3 e Power Returns (stay off until power button pressed or other
wake event). (See Notes 1 and 2)
Notes:
1. Some wake events can be preserved through power failure.
2. Transitions from the S1-S5 or G3 states to the SO state are deferred until BATLOW# is inactive in mobile

configurations.

4.11.3 System Power Planes

The system has several independent power planes, as described in Table 4-21. When a
power plane is shut off, it should go to a 0 V level.

Table 4-21. System Power Plane

Plane Controlled By Description
. The SLP_S3# signal can be used to cut the power to the processor
CPU SLP_S3+# signal completely.
When SLP_S3# goes active, power can be shut off to any circuit not required
to wake the system from the S3 state. Since the S3 state requires that the
memo ontext be preserved, power must be retained to the main memory.
MAIN SLP_S3# signal ry context be preserved, power must be retal ' Y

The processor, devices on the PCI bus, LPC I/F, and graphics will typically be
shut off when the Main power plane is off, although there may be small
subsections powered.

When SLP_S4# goes active, power can be shut off to any circuit not required
to wake the system from the S4. Since the memory context does not need

to be preserved in the S4 state, the power to the memory can also be shut
SLP_S4+# signal | down.

MEMORY
SLP_S5# signal | When SLP_S5# goes active, power can be shut off to any circuit not required
to wake the system from the S5 state. Since the memory context does not
need to be preserved in the S5 state, the power to the memory can also be
shut.
Implementation Individual subsystems may have their own power plane. For example, GPIO
DEVICE[n] ps ecific signals may be used to control the power to disk drives, audio amplifiers, or
P the display screen.
AUX Impls[';gi?ﬁt?t'on GbE MAC port 0 may have its own power plane for WOL implementation.
Sus Implementation A sustained power plane used for S5 and RTC.

Specific
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SM1# /SCI Generation

Upon any enabled SMI event taking place while the End of SMI (EOS) bit is set, the EOS
bit is cleared and SMI is asserted to the processor, which causes it to enter SMM space.
SMI assertion is performed using a Virtual Legacy Wire (VLW) message. Prior system
generations (those based upon legacy processors) used an actual SMI# pin.

Once the SMI VLW has been delivered, no action is taken on behalf of active SMI events
until Host software sets the End of SMI (EOS) bit. At that point, if any SMI events are
still active, the system sends another SMI VLW message.

The SCI is a level-mode interrupt that is typically handled by an ACPI-aware operating
system. In non-APIC systems (which is the default), the SCI IRQ is routed to one of the
8259 interrupts (IRQ 9, 10, or 11). The 8259 interrupt controller must be programmed
to level mode for that interrupt.

In systems using the APIC, the SCI can be routed to interrupts 9, 10, 11, 20, 21, 22, or
23. The interrupt polarity changes depending on whether or not it is on an interrupt
shareable with a PIRQ. The interrupt remains asserted until all SCI sources are
removed.

Table 4-22 shows which events can cause an SMI and SCI. Some events can be
programmed to cause either an SMI or SCI. The usage of the event for SCI (instead of
SMI) is typically associated with an ACPI-based system. Each SMI or SCI source has a
corresponding enable and status bit.

Table 4-22. Causes of SMI and SCI (Sheet 1 of 2)

April 2014

Cause SCI SMI Additional Enables Where Reported
PME# Yes Yes PME_EN=1 PME_STS
mg_—ggp(alg‘ltee%a;az‘;s 0 Yes Yes PME_BO_EN=1 PME_BO_STS
PCI Express* PME Messages Yes Yes ?Sé;iﬁzgfeli:fir SMI) PCI_EXP_STS
PCI Express* Hot Plug Message Yes Yes ?ﬁ;—:::tﬁ;:':;lsw) HOT_PLUG_STS
Power Button Press Yes Yes PWRBTN_EN=1 PWRBTN_STS
Power Button Override (Note 7) Yes No None PRBTNOR_STS
RTC Alarm Yes Yes RTC_EN=1 RTC_STS
Ring Indicate Yes Yes RI_EN=1 RI_STS
USB#1 wakes Yes Yes USB1_EN=1 USB1_STS
USB#2 wakes Yes Yes USB2_EN=1 USB2_STS
USB#3 wakes Yes Yes USB3_EN=1 USB3_STS
USB#4 wakes Yes Yes USB4_EN=1 USB4_STS
USB#5 wakes Yes Yes USB5_EN=1 USB5_STS
USB#6 wakes Yes Yes USB6_EN=1 USB6_STS
ACPI Timer overflow (2.34 sec.) Yes Yes TMROF_EN=1 TMROF_STS
GPI[x]_Route=10;
GPI[x]_EN=1
Any GPI[15:0] ves | Yes (GSP%B(]_Route=01; ESTIEXG]EIS_ TSSMI[X]_STS
ALT_GPI_SMI[x]_EN=1
(SMI)
GPIO[27] Yes Yes GP27_EN=1 GP27_STS
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Table 4-22. Causes of SMI and SCI (Sheet 2 of 2)

Cause SCI SMI Additional Enables Where Reported
TCO SCI Logic Yes No TCOSCI_EN=1 TCOSCI_STS
TCO SCI message from CPU Yes No none CPUSCI_STS
TCO SMI Logic No Yes TCO_EN=1 TCO_STS
TCO SMI — Year 2000 Rollover No Yes none NEWCENTURY_STS
TCO SMI — TCO TIMEROUT No Yes none TIMEOUT
TCO SMI — OS writes to
TCO_DAT_IN register No Yes none SW_TCO_SMI
TCO SMI — Message from CPU No Yes none DMISMI_STS
TCO SMI — NMI occurred (and _
NMIs mapped to SMI) No Yes NMI2SMI_EN=1 NMI2SMI_STS
TCO SMI — INTRUDER# signal _
goes active No Yes INTRD_SEL=10 INTRD_DET
TCO SMI — Change of the BIOSWE
(B0:D31:F0:DCh, bit 0) bit from 0 | No Yes BLE=1 BIOSWR_STS
to1l
E(I:gSSMI — Write attempted to No Yes BIOSWE=1 BIOSWR_STS
BIOS_RLS written to Yes No GBL_EN=1 GBL_STS
GBL_RLS written to No Yes BIOS_EN=1 BIOS_STS
Write to B2h register No Yes APMC_EN =1 APM_STS
Periodic timer expires No Yes PERIODIC_EN=1 PERIODIC_STS
64 ms timer expires No Yes SWSMI_TMR_EN=1 SWSMI_TMR_STS
3
Enhanced USB™ Legacy Support | o Yes | LEGACY_USB2_EN = 1 LEGACY_USB2_STS
. —
Ecgstnced USB* Intel Specific No Yes INTEL_USB2_EN = 1 INTEL_USB2_STS
Serial IRQ SMI reported No Yes none SERIRQ_SMI_STS
Device monitors match address in
its range No Yes none DEVTRAP_STS
SMB_SMI_EN
SMBus Host Controller No Yes Host Controller Enabled SMBus host status reg.
SMBus Slave SMI message No Yes none SMBUS_SMI_STS
SMBus SMBALERT# signal active No Yes none SMBUS_SMI_STS
SMBus Host Notify message SMBUS_SMI_STS
received No Yes HOST_NOTIFY_INTREN HOST_NOTIFY_STS
SLP_EN bit written to 1 No Yes SMI_ON_SLP_EN=1 SMI_ON_SLP_EN_STS
SPI Command Completed No Yes None SPI_SMI_STS
Software Generated GPE Yes Yes SWGPE=1 SWGPE_STS
. . USB2_EN=1 .
USB* Per-Port Registers Write T 4 USB2_STS, Write Enable
Enable bit changes to 1 No Yes \ivlnte_Enable_SMI_Enable Status
GPIO Lockdown Enable bit changes | v, Yes | GPIO_UNLOCK_SMI_EN=1 | GPIO_UNLOCK_SMI_STS
from '1" to ‘0
Notes:
1. SCI_EN must be 1 to enable SCI, except for BIOS_RLS. SCI_EN must be 0 to enable SMI.
2. SCI can be routed to cause interrupt 9:11 or 20:23 (20:23 only available in APIC mode).
3. GBL_SMI_EN must be 1 to enable SMI.
4, EOS must be written to 1 to re-enable SMI for the next 1.
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5. The system must have SMI fully enabled when it is also enabled to trap cycles. If SMI is not enabled in
conjunction with the trap enabling, then hardware behavior is undefined.

6. Only GPI[15:0] may generate an SMI or SCI.

7. When a power button override first occurs, the system transitions immediately to S5. The SCI only
occurs after the next wake to SO if the residual status bit (PRBTNOR_STS) is not cleared prior to setting
SCI_EN.

8. GBL_STS being set causes an SCI, even if the SCI_EN bit is not set. Software must take great care not

to set the BIOS_RLS bit (which causes GBL_STS to be set) if the SCI handler is not in place.

4.11.4.1 PCI Express* SCI

PCI Express ports and the processor (via DMI) have the ability to cause PME using
messages. When a PME message is received, the PCI_EXP_STS bit is set. If the
PCI_EXP_EN bit is also set, this causes an SCI via the GPE1_STS register.

4.11.4.2 PCI Express* Hot-Plug

PCI Express has a hot-plug mechanism and is capable of generating a SCI via the GPE1
register. It is also capable of generating an SMI. It is not capable of generating a wake
event.
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4.11.5

4.11.6

4.11.6.1

4.11.6.2

C-States

Systems implement C-states by having the processor control the states. Messages are
exchanged with the processor as part of the C-state flow, but the system no longer
directly controls any of the processor impacts of C-states, such as voltage levels or
processor clocking. In addition to the new messages, the system also provides
additional information to the processor using a sideband pin (PM_SYNC). The legacy
C-state related pins (STPCLK#, STP_CPU+#, DPRSLP#, DPRSLPVR#, etc.) do not exist.

Sleep States

Sleep State Overview

The system directly supports different sleep states (S1-S5), which are entered by
methods such as setting the SLP_EN bit or due to a Power Button press. The entry to
the Sleep states is based on several assumptions:

e The G3 state cannot be entered via any software mechanism.
e The G3 state indicates a complete loss of power.

Initiating Sleep State

Sleep states (S1-S5) are initiated by:

e Masking interrupts, turning off all bus master enable bits, setting the desired type
in the SLP_TYP field, and then setting the SLP_EN bit. The hardware then attempts
to gracefully put the system into the corresponding Sleep state.

e Pressing the PWRBTN# Signal for more than 4 seconds to cause a Power Button
Override event. In this case the transition to the S5 state is less graceful, since
there are no dependencies on DMI messages from the processor or on clocks other
than the RTC clock.

e Assertion of the THRMTRIP# signal will cause a transition to the S5 state. This can
occur when system is in SO or S1 state.

e Internal watchdog timer timeout events

Table 4-23. Sleep Types

4.11.6.3

Sleep Type Comment
S1 System lowers the processor’s power consumption. No snooping is possible in this state.
The system asserts SLP_S3#. The SLP_S3# signal controls the power to non-critical circuits.
S3 Power is only retained to devices needed to wake from this sleeping state, as well as to the
memory.
sS4 The system asserts SLP_S3# and SLP_S4+#. The SLP_S4# signal shuts off the power to the

memory subsystem. Only devices needed to wake from this state should be powered.

S5 The system asserts SLP_S3#, SLP_S4# and SLP_S5#.

Exiting Sleep States

Sleep states (S1-S5) are exited based on Wake events. The Wake events forces the
system to a full on state (S0), although some non-critical subsystems might still be
shut off and have to be brought back manually. For example, the hard disk may be shut
off during a sleep state and have to be enabled via a GPIO pin before it can be used.

Upon exit from system-controlled Sleep states, the WAK_STS bit is set. The possible
causes of Wake Events (and their restrictions) are shown in Table 4-24.
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Table 4-24. Causes of Wake Events

States Can
Cause Wake From How Enabled
RTC Alarm S1-55 Set RTC_EN bit in PM1_EN register
(Note 1) — -
Power Button S1-S5 Always enabled as Wake event. (Note 2).
S1-S5 GPEO_EN register
GPI[0:15] (Note 1) Note: GPIs that are in the core well are not capable of waking the
system from sleep states when the core well is not powered.
GPIO[27] S1-S5 Set GP27_EN in GPEO_EN Register
USB* S1-54 Set USB1_EN, USB 2_EN, USB3_EN, USB4_EN, USB5_EN, and
USB6_EN bits in GPEO_EN register
S1-S5 o )
RI# (Note 1) Set RI_EN bit in GPEO_EN register
Secondary PME# S1-S5 Set PME_EN bit in GPEO_EN register.
PCI_EXP_WAKE# S1-S5 PCI_EXP_WAKE bit (Note 3)
SATA* S1 Set PME_EN bit in GPEO_EN register. (Note 4)
Must use the PCI Express* WAKE# pin rather than messages for
PCI_EXP PME Message 51 wake from S3,S4, or S5.
SMBALERT# S1-S5 Always enabled as Wake event
Wake/SMI# command always enabled as a Wake event.
I\S,Il\e/ISBSl;S gl?c\)/fh\;Vake S1-S5 Note: SMBus Slave Message can wake the system from S1-S5, as
9 well as from S5 due to Power Button Override. (Note 2).
SMBus Host Notify S1-S5 HOST_NOTIFY_WKEN bit SMBus Slave Command register. Reported
message received in the SMB_WAK_STS bit in the GPEO_STS register.
Intel® ME
Non-Maskable Wake S1-S5 Always enabled as a wake event. (Note 2).
Notes:
1. This is a wake event from S5 only if the sleep state was entered by setting the SLP_EN and SLP_TYP bits
via software, or if there is a power failure.
2. If in the S5 state due to a power button override or THRMTRIP#, the possible wake events are due to
Power Button, Wake SMBus Slave Message (01h), the ME-Initiated non-maskable Wake, the Integrated
WOL Enable Override, Hard Reset Without Cycling (See Command Type 3 in Table 4-49), Hard Reset
System (See Command Type 4 in Table 4-49).
3. When the WAKE# pin is active and the PCI Express* device is enabled to wake the system, the system
will wake the platform.
4. SATA* can only trigger a wake event in S1, but if PME is asserted prior to S3/S4/S5 entry and software

does not clear the PME_BO_STS, a wake event would still result.

The varous GPIs have different levels of functionality when used as wake events. The
GPIs that reside in the core power well can only generate wake events from sleep
states where the core well is powered. Only certain GPIs are ACPI-compliant, meaning
that their Status and Enable bits reside in ACPI I/O space. Table 4-25 summarizes the
use of GPIs as wake events.

Table 4-25. GPI Wake Events

GPI Power Well Wake From Notes
GPI[7:0] Core S1 ACPI Compliant
GPI[15:8] Suspend S1-S5 ACPI Compliant

The latency to exit the various Sleep states varies and is dependent on power supply
design to the extent that the exit latencies are insignificant.
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4.11.6.5

Note:

Table 4-26.

4.11.7

4.11.7.1

PCI Express* WAKE# Signal and PME Event Message

PCI Express ports can wake the platform from any sleep state (S1, S3, S4, or S5) using
the WAKE# pin. WAKE# is treated as a wake event, but does not cause any bits to go
active in the GPE_STS register.

PCI Express ports and the processor (via DMI) have the ability to cause PME using
messages. When a PME message is received, the PCI_EXP_STS bit is set.

Sx-G3-Sx, Handling Power Failures

Depending on when the power failure occurs and how the system is designed, different
transitions could occur due to a power failure.

The AFTER_G3 bit provides the ability to program whether or not the system should
boot once power returns after a power loss event. If the policy is to not boot, the
system remains in an S5 state (unless previously in S4). Three possible events will
wake the system after a power failure:

e PWRBTN#: PWRBTN# is always enabled as a wake event. When RSMRST# is low
(G3 state), the PWRBTN_STS bit is reset. When the system exits G3 after power
returns (RSMRST# goes high), the PWRBTN# signal is already high (because
Vcc-standby goes high before RSMRST# goes high) and the PWRBTN_STS bit is 0.

e RI#: RI# does not have an internal pull-up. Therefore, if this signal is enabled as a
wake event, it is important to keep this signal powered during the power loss
event. If this signal goes low (active), when power returns the RI_STS bit is set and
the system interprets that as a wake event.

e RTC Alarm: The RTC_EN bit is in the RTC well and is preserved after a power loss.
Like PWRBTN_STS the RTC_STS bit is cleared when RSMRST# goes low.

The system monitors both PWROK and RSMRST# to detect for power failures. If
PWROK goes low, the PWROK_FLR bit is set. If RSMRST# goes low, PWR_FLR is set.

Although PME_EN is in the RTC well, this signal cannot wake the system after a power
loss. PME_EN is cleared by RTCRST#, and PME_STS is cleared by RSMRST#.

Transitions Due to Power Failure

State at Power Failure AFTERG3_EN bit Transition When Power Returns
S0, 51, 53 5 20
54 0 %
s5 0 %

Event Input Signals and Their Usage

There are various input signals that trigger specific events. This section describes those
signals and how they should be used.

PWRBTN# (Power Button)

The PWRBTN# signal operates as a “Fixed Power Button” as described in the Advanced
Configuration and Power Interface, Version 2.0b. PWRBTN# signal has a 16 ms
de-bounce on the input. The state transition descriptions are included in Table 4-27.
The transitions start as soon as the PWRBTN# is pressed (but after the debounce
logic), and does not depend on when the power button is released.
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Note:

Table 4-27.

Note:
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During the time that the SLP_S4# signal is stretched for the minimum assertion width
(if enabled), the power button is not a wake event. See Power Button Override Function
below.

Transitions Due to Power Button

Present

State Event Transition/Action Comment

SMI or SCI generated
S0/Cx PWRBTN# goes low (depending on SCI_EN,
PWRBTN_EN and GLB_SMI_EN)

Software typically initiates a
Sleep state

Wake Event. Transitions to SO

S1-S5 PWRBTN# goes low state

Standard wakeup

No effect since no power

G3 PWRBTN# pressed None Not latched nor detected

PWRBTN# held low for
S0-S4 at least 4 consecutive
seconds

No dependence on processor
(DMI Messages) or any other
subsystem

Unconditional transition to S5
state

Power Button Override Function

If PWRBTN# is observed active for at least four consecutive seconds, the state machine
should unconditionally transition to the G2/S5 state, regardless of present state
(S0-S4), even if PWROK is not active. In this case, the transition to the G2/S5 state
should not depend on any particular response from the processor (for example, a DMI
Messages), nor any similar dependency from any other subsystem.

The PWRBTN# status is readable to check if the button is currently being pressed or
has been released. The status is taken after the de-bounce, and is readable via the
PWRBTN_LVL bit.

The 4-second PWRBTN# assertion should only be used if a system lock-up has
occurred. The 4-second timer starts counting when the system is in a SO state. If the
PWRBTN# signal is asserted and held active when the system is in a suspend state
(S1-S5), the assertion causes a wake event. Once the system has resumed to the SO
state, the 4-second timer starts.

During the time that the SLP_S4+# signal is stretched for the minimum assertion width
(if enabled by B0:D31:F0:A4h bit 3), the Power Button is not a wake event. As a result,
it is conceivable that the user will press and continue to hold the Power Button waiting
for the system to awake. Since a 4-second press of the Power Button is already defined
as an Unconditional Power down, the power button timer is forced to inactive while the
power-cycle timer is in progress. Once the power-cycle timer has expired, the Power
Button awakes the system. Once the minimum SLP_S4+# power cycle expires, the
Power Button must be pressed for another 4 to 5 seconds to create the Override
condition to S5.

Sleep Button

The Advanced Configuration and Power Interface, Version 2.0b defines an optional
Sleep button. It differs from the power button in that it only is a request to go from SO
to S1-S4 (not S5). In an S5 state, the Power Button can wake the system, but the
Sleep Button cannot.

Although there is no specific signal designated as a Sleep Button, one of the GPIO

signals can be used to create a “Control Method” Sleep Button. See the Advanced
Configuration and Power Interface, Version 2.0b for implementation details.
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Table 4-28.

Note:

4.11.7.3

4.11.7.4

RI# (Ring Indicator)

The Ring Indicator can cause a wake event (if enabled) from the S1-S5 states.

Table 4-28 shows when the wake event is generated or ignored in different states. If in
the GO/S0/Cx states, the system generates an interrupt based on RI# active, and the
interrupt is set up as a Break event.

Transitions Due to RI# Signal

Present State Event RI_EN Event
SO RI# Active X Ignored
. 0 Ignored

S1-S5 RI# Active 1 Wake Event

Filtering/Debounce on RI# is not implemented. If required, implement externally.

SYS_RESET# Signal

When the SYS_RESET# pin is detected as active after the 16 ms debounce logic, the
system attempts to perform a “graceful” reset by waiting up to 25 ms for the SMBus to
go idle. If the SMBus is idle when the pin is detected active, the reset occurs
immediately; otherwise, the counter starts. If at any point during the count the SMBus
goes idle the reset occurs. If, however, the counter expires and the SMBus is still active,
a reset is forced upon the system even though activity is still occurring.

Once the reset is asserted, it remains asserted for 5 to 6 ms regardless of whether the
SYS_RESET# input remains asserted or not. It cannot occur again until SYS_RESET#

has been detected inactive after the debounce logic, and the system is back to a full SO
state with PLTRST# inactive. If bit 3 of the CF9h I/0O register is set then SYS_RESET#
results in a full power cycle reset.

THRMTRIP# Signal

If THRMTRIP# goes active, the processor is indicating an overheat condition, the
system immediately transitions to an S5 state, driving SLP_S3#, SLP_S4#, SLP_S5#
low, and setting the CTS bit. The transition looks like a power button override.

When a THRMTRIP# event occurs, the system will power down immediately without
following the normal SO -> S5 path. The system will immediately drive SLP_S3#,
SLP_S4#, and SLP_S5# low after sampling THRMTRIP# active.

If the processor is running extremely hot and is heating up, it is possible (although
unlikely) that components around it are no longer executing cycles properly. Therefore,
if THRMTRIP# goes active, and the system is relying on state machine logic to perform
the power down, the state machine may not be working, and the system does not
power down.

The system provides filtering for short low glitches on the THRMTRIP# signal to prevent
erroneous system shut downs from noise. Glitches shorter than 25 nsec are ignored.

During boot, THRMTRIP# is ignored until SLP_S3#, PWROK, and PLTRST# are all ‘1".
During entry into a powered-down state (due to S3, S4, S5 entry, power cycle reset,
etc.) THRMTRIP# is ignored until either SLP_S3# = 0, or PWROK = 0, or SYS_PWROK
= 0.

A thermal trip event will:

e Set the AFTERG3_EN bit
e Clear the PWRBTN_STS bit

Intel® Communications Chipset 89xx Series - Datasheet

154

April 2014
Order Number: 327879-005US



intel)

e Clear all the GPEO_EN register bits

e Clear the SMB_WAK_STS bit only if SMB_SAK_STS was set due to SMBus slave
receiving message and not set due to SMBAlert

4.11.8 ALT Access Mode

Before entering a low power state, several registers from powered down parts may
need to be saved. In the majority of cases, this is not an issue, as registers have read
and write paths. However, several of the ISA compatible registers are either read only
or write only. To get data out of write-only registers, and to restore data into read-only
registers, the system implements an ALT access mode.

If the ALT access mode is entered and exited after reading the registers of the timer
(8254), the timer starts counting faster (13.5 ms). The following steps can cause
problems:

1. BIOS enters ALT access mode for reading timer related registers.
2. BIOS exits ALT access mode.

3. BIOS continues through the execution of other needed steps and passes control to
the operating system.

After getting control in step #3, if the operating system does not reprogram the system
timer again, the timer ticks may be happening faster than expected. For example
Microsoft* MS-DOS* and its associated software assume that the system timer is
running at 54.6 ms and as a result the time-outs in the software may be happening
faster than expected.

Operating systems (for example, Microsoft Windows* 98 and Windows* 2000)
reprogram the system timer and therefore do not encounter this problem.

For other OS’s (for example, Microsoft MS-DOS*) the BIOS should restore the timer
back to 54.6 ms before passing control to the operating system. If the BIOS is entering
ALT access mode before entering the suspend state it is not necessary to restore the
timer contents after the exit from ALT access mode.

4.11.8.1 Write Only Registers with Read Paths in ALT Access Mode

The registers described in Table 4-29 have read paths in ALT access mode. The access
number field in the table indicates which register is returned per access to that port.
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Table 4-29. Write Only Registers with Read Paths in ALT Access Mode (Sheet 1 of 2)

Restore Data

Restore Data

i/0 # of 1/0 # of
Addr Rds Access Data Addr Rds Access Data
1 DMA Chan 0 base address low byte 1 Timer Counter 0 status, bits [5:0]
00h 2 > DMA Chan 0 base address high 5 Timer Counter 0 base count low
byte byte
1 DMA Chan 0 base count low byte 3 E;T:r Counter 0 base count high
oth 2 T C 1b |
) imer Counter ase count low
2 DMA Chan 0 base count high byte 40h 7 4 byte
1 DMA Chan 1 base address low byte 5 ELT:F Counter 1 base count high
02h 2
> DMA Chan 1 base address high 6 Timer Counter 2 base count low
byte byte
1 DMA Chan 1 base count low byte 7 'tl)'|mer Counter 2 base count high
yte
03h 2
2 DMA Chan 1 base count high byte 41h 1 Timer Counter 1 status, bits [5:0]
1 DMA Chan 2 base address low byte 42h 1 Timer Counter 2 status, bits [5:0]
04h 2
> DMA Chan 2 base address high 70h 1 Bit 7 = NMI Enable,
byte Bits [6:0] = RTC Address
1 DMA Chan 2 base count low byte 1 E%': Chan 5 base address low
05h 2 Cah 2 -
2 DMA Chan 2 base count high byte 2 Eyté Chan 5 base address high
1 DMA Chan 3 base address low byte 1 DMA Chan 5 base count low byte
06h 2 ; Céh 2
2 bD;:/tIQ Chan 3 base address high 2 DMA Chan 5 base count high byte
1 DMA Chan 3 base count low byte 1 E:::'é\ Chan 6 base address low
07h 2 C8h 2 -
2 DMA Chan 3 base count high byte 2 E::’tl': Chan 6 base address high
1 DMA Chan 0-3 Command? h 1 DMA Chan 6 base count low byte
CA 2
2 DMA Chan 0-3 Request 2 DMA Chan 6 base count high byte
3 DMA Chan 0 Mode: 1 DMA Chan 7 base address low
Bits(1:0) = 00 byte
08h 6 CCh 2
4 DMA Chan 1 Mode: > DMA Chan 7 base address high
Bits(1:0) = 01 byte
DMA Chan 2 Mode:
5 Bits(1:0) = 10 CEh 5 1 DMA Chan 7 base count low byte
6 DMA Chan 3 Mode: Bits(1:0) = 11. 2 DMA Chan 7 base count high byte
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Table 4-29. Write Only Registers with Read Paths in ALT Access Mode (Sheet 2 of 2)

Restore Data Restore Data
1/0 # of 1/0 # of
Addr Rds Access Data Addr Rds Access Data
1 PIC ICW2 of Master controller 1 DMA Chan 4-7 Command?
2 PIC ICW3 of Master controller 2 DMA Chan 4-7 Request
3 PIC ICW4 of Master controller 3 88“ Chan 4 Mode: Bits(1:0) =
4 PIC OCW1 of Master controller! DOh 6 4 g:/lA Chan 5 Mode: Bits(1:0) =
5 | PIC OCW2 of Master controller 5 | YA Chan 6 Mode: Bits(1:0) =
20h 12 6 PIC OCWS3 of Master controller 6 ??’IA Chan 7 Mode: Bits(1:0) =
7 PIC ICW2 of Slave controller
8 PIC ICW3 of Slave controller
9 PIC ICW4 of Slave controller
10 PIC OCW1 of Slave controllert
11 PIC OCW?2 of Slave controller
12 PIC OCWS3 of Slave controller
Notes:
1. The OCW1 register must be read before entering ALT access mode.
2. Bits 5, 3, 1, and 0 return 0.

4.11.8.2 PIC Reserved Bits

Many bits within the PIC are reserved, and must have certain values written for the PIC
to operate properly. Therefore, there is no need to return these values in ALT access
mode. When reading PIC registers from 20h and AOh, the reserved bits return the
values listed in Table 4-30.

Table 4-30. PIC Reserved Bits Return Values

PIC Reserved Bits Value Returned
ICW2(2:0) 000
ICW4(7:5) 000
ICW4(3:2) 00

ICW4(0) 0
OCW2(4:3) 00

OCW3(7) 0

OCW3(5) Reflects bit 6
OCW3(4:3) 01
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4.11.8.3

Table 4-31.

4.11.9

4.11.9.1

4.11.9.2

Note:

Read Only Registers with Write Paths in ALT Access Mode

The registers described in Table 4-31 have write paths to them in ALT access mode.
Software restores these values after returning from a powered down state. Software
must handle these registers. When in normal mode, writing to the base address/count
register also writes to the current address/count register. Therefore, the base
address/count must be written first, then the part is put into ALT access mode and the
current address/count register is written.

Register Write Accesses in ALT Access Mode

I/0 Address Register Write Value
08h DMA Status Register for channels 0-3.
DOh DMA Status Register for channels 4-7.

System Power Supplies, Planes, and Signals

Power Plane Control with SLP_S3#, SLP_S4# and SLP_S5#

The SLP_S3+# output signal can be used to cut power to the system core supply, since it
only goes active for the Suspend-to-RAM state (typically mapped to ACPI S3). Power
must be maintained to the suspend well, and to any other circuits that need to
generate Wake signals from the Suspend-to-RAM state. During S3 (Suspend-to-RAM)
all signals attached to powered down plans is tri-stated or driven low, unless they are
pulled via a pull-up resistor.

Cutting power to the core may be done via the power supply, or by external FETs on the
motherboard.

The SLP_S4# or SLP_S5# output signal can be used to cut power to the system core
supply, as well as power to the system memory, since the context of the system is
saved on the disk. Cutting power to the memory may be done via the power supply, or
by external FETs on the motherboard.

The SLP_S4# output signal is used to remove power to additional subsystems that are
powered during SLP_S3#.

SLP_S5# output signal can be used to cut power to the system core supply, as well as
power to the system memory, since the context of the system is saved on the disk.
Cutting power to the memory may be done via the power supply, or by external FETs
on the motherboard.

SLP_S4# and Suspend-To-RAM Sequencing

The system memory suspend voltage regulator is controlled by the Glue logic. The
SLP_S4+# signal should be used to remove power to system memory rather than the
SLP_S5# signal. The SLP_S4# logic provides a mechanism to fully cycle the power to
the DRAM and/or detect if the power is not cycled for a minimum time.

To utilize the minimum DRAM power-down feature that is enabled by the SLP_S4#
Assertion Stretch Enable bit (B0:D31:F0:A4h bit 3), the DRAM power must be
controlled by the SLP_S4# signal.
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4.11.9.3

Note:

4.11.9.4

4.11.10

4.11.10.1

4.11.11

April 2014

PWROK Signal

When asserted, PWROK is an indication that its core well power rails have been stable
for at least 1 ms. PWROK can be driven asynchronously. When PWROK is low, the
system asynchronously asserts PLTRST#. PWROK must not glitch, even if RSMRST# is
low.

Power associated with PCI/PCIe* must be valid for 99 ms prior to PWROK assertion to
comply with the 100 ms PCI 2.3 / PCle* 1.1 specification on PLTRST# deassertion.

SYS_RESET# is recommended for implementing the system reset button. This saves
external logic that is needed if the PWROK input is used, and it allows for better
handling of the SMBus and processor resets and avoids improperly reporting power
failures.

BATLOW# (Battery Low)

The BATLOW# input can inhibit waking from S3, S4, and S5 states if power is not
sufficient. It also causes an SMI if the system is already in an SO state.

Legacy Power Management Theory of Operation

Instead of relying on ACPI software, legacy power management uses BIOS and various
hardware mechanisms. The scheme relies on the concept of detecting when individual
subsystems are idle, detecting when the whole system is idle, and detecting when
accesses are attempted to idle subsystems.

However, the operating system is assumed to be at least APM enabled. Without APM
calls, there is no quick way to know when the system is idle between keystrokes. The
system does not support burst modes.

APM Power Management

There is a timer that, when enabled by the 1MIN_EN bit in the SMI Control and Enable
register, generates an SMI once per minute. The SMI handler can check for system
activity by reading the DEVTRAP_STS register. If none of the system bits are set, the
SMI handler can increment a software counter. When the counter reaches a sufficient
number of consecutive minutes with no activity, the SMI handler can then put the
system into a lower power state.

If there is activity, various bits in the DEVTRAP_STS register is set. Software clears the
bits by writing a 1 to the bit position.

The DEVTRAP_STS register allows for monitoring various internal devices, or Super I/O
devices (SP, PP, FDC) on LPC or PCI, keyboard controller accesses, or audio functions
on LPC or PCI. Other PCI activity can be monitored by checking the PCI interrupts.

Reset Behavior

When a reset is triggered, the system will send a warning message to the CPU to allow
the CPU to attempt to complete any outstanding memory cycles and put memory into a
safe state before the platform is reset. When the CPU is ready, it will send an
acknowledge message to the system. Once the message is received the system asserts
PLTRST#.

The system does not require an acknowledge message from the CPU to trigger

PLTRST#. A global reset will occur after 4 seconds if an acknowledge from the CPU is
not received.
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When the system causes a reset by asserting PLTRST# its output signals will go to their

reset states.

A reset in which the host platform is reset and PLTRST# is asserted is called a Host

Reset or Host Partition Reset. Depending on the trigger a host reset may also result in

power cycling. See the following table for details. If a host reset is triggered and the
timer times out before receiving an acknowledge message from the CPU, a Global
Reset with power cycle will occur. A reset in which the host and ME partitions of the

platform are reset is called a Global Reset.

Table 4-32. Causes of Host and Global Resets
Host Reset Host Reset .
Trigger without with Power Glopb:‘llvielfzeirglth
Power Cycle Cycle Y
Wri_te of OEh to CF9h Register when Global Reset No Yes No (Note 1)
Bit=0b
\é\?{ie(:)é)f 06h to CF9h Register when Global Reset Yes No No (Note 1)
Write of 06h or OEh to CF9h Register when Global
Reset Bit=1b No No Yes
SYS_RESET# Asserted and CF9h Bit 3 = 0 Yes No No (Note 1)
SYS_RESET# Asserted and CFO9h Bit 3 = 1 No Yes No (Note 1)
SMBus Slave Message received for Reset with Power No Yes No (Note 1)
Cycle
SMBus Slave Message received for Reset without
Power Cycle Yes No No (Note 1)
TCO Watchdog Timer reaches zero two times Yes No No (Note 1)
Power Failure: PWROK signal or SYS_PWROK signal
goes inactive or RSMRST# asserts No No Yes (Note 2)
Special shutdown cycle from CPU causes CF9h-like No No Yes
PLTRST# and CF9h Global Reset Bit = 1
Special shutdown cycle from CPU causes CF9h-like
PLTRST# and CFOh Bit 3 = 1 No Yes No (Note 2)
Special shutdown cycle from CPU causes CF9h-like
PLTRST# and CF9h Global Reset Bit = 0 ves No No (Note 1)
Intel® Management Engine Triggered Host Reset
without power cycle Yes No No (Note 1)
Intel® Management Engine Triggered Host Reset with
power cycle No Yes No (Note 1)
Intel® Management Engine Triggered Global Reset No No Yes
Intel® Management Engine Initiated Host Reset with
power down No Yes (Note 3) No (Note 1)
PLTRST# Entry Timeout No No Yes
Intel® Management Engine Watchdog Timer No Yes (Note 4) No (Note 1)
Power Management Watchdog Timer No Yes (Note 4) No (Note 1)
CPUPWRGD Stuck Low No No Yes
CPUPWRGD-to-CPURST# Violation No No Yes
Notes:
1. Trigger results in Global Reset with power cycle if the acknowledge message is not received.
2. The system does not send warning message to CPU, reset occurs without delay.
3. The system waits for enabled wake event to complete reset.
4, The system allowed to drop this type of reset request if received while the system is in S3/S4/S5.
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The system must not drop this type of reset request if received while system is in a

intel)

software-entered S3/S4/S5 state. However, the system is allowed to perform the reset
without executing the RESET_WARN protocol in these states.

System Management

The System Management Bus (SMBus) 2.0 Host Controller and SMBus Slave Interfaces

make it easier to manage and lower Total Cost of Ownership (TCO) of the system.
Figure 4-4 provides a high-level block of the System Management Interfaces. The

following sections provides a description of the functions and protocols of the SMBus

interfaces.

System Management Bus (SMBus) Interface

System Management Interface

ME

SMLINK1
SMT3 I—— - - = e e o eecceneeeneneeeeoe BMC / EC
v Ld L4
Pl
'
SMT1 ' : :
¢ 2 0
.
Thermal = : H H
Sensors s %) 5 : : :
2 2 X "
o o @) ']
Host MST_SMBus - : : : o
Host SMBus = ! 00 a
(Master) . : H %
[ ] [}
. Internal s ® ' H OI
TCO o o s S
TCO i - 1@
Slave : :
T
---------------- ceecvsevcscscssccss [] :
'
EP/GbE/QAT N
Regs : :
EP I EP_SMBus : :
Slave |——— -t e mececceeecsesessccescccccs - :
'
'
IPMI :
GbE Packets :
Master/ (GI;E) GbE_SMBus :
Slave [——eeececccccccsccccccceneneneee. -
----- Optional

(Connect per Design Requirements)

SMBus Host Controller (B0:D31:F3)

The host controller provides a mechanism for the processor to initiate communications
with SMBus peripherals (slaves). The Host Controller is also capable of operating in a
mode in which it can communicate with I2C compatible devices.

See Section 11.0, "SMBus Controller Registers (B0:D31:F3)” for SMBus Host Controller
Configuration register descriptions.

Order Number: 327879-005US

Intel® Communications Chipset 89xx Series - Datasheet

161



intel)

4.12.1.1

Note:

SMBus messages can be performed with either packet error checking (PEC) enabled or
disabled. The actual PEC calculation and checking is performed in hardware.

The Slave Interface allows an external master to take control of the bus and perform
read or write transactions. Write cycles can be used to cause certain events or pass
messages, and the read cycles can be used to determine the state of various status
bits. The system internal host controller cannot access the internal Slave Interface.

The SMBus exists in Bus 0:Device 31:Function 3 configuration space, and consists of a
transmit data path, and host controller. The transmit data path provides the data flow
logic needed to implement the seven different SMBus command protocols and is
controlled by the host controller. The SMBus host controller logic is clocked by RTC
clock.

The SMBus Address Resolution Protocol (ARP) is supported by using the existing host
controller commands through software, except for the new Host Notify command
(which is actually a received message).

The programming model of the host controller is combined into two portions: a PCI
configuration portion, and a system I/O mapped portion. All static configuration, such
as the I/0 base address, is done via the PCI configuration space. Real-time
programming of the Host interface is done in system I/O space.

The SMBus host controller checks for parity errors as a target. If an error is detected,
the detected parity error bit in the PCI Status Register (Device 31:Function 3:0ffset
06h:bit 15) is set. If bit 6 and bit 8 of the PCI Command Register (Device 31:Function
3:0ffset 04h) are set, an SERR# is generated and the signaled SERR# bit in the PCI
Status Register (bit 14) is set.

Host Controller Interface

The SMBus host controller is used to send commands to other SMBus slave devices.
Software sets up the host controller with an address, command, and, for writes, data
and optional PEC; and then tells the controller to start. When the controller has finished
transmitting data on writes, or receiving data on reads, it generates an SMI# or
interrupt, if enabled.

The host controller supports 8 command protocols of the SMBus interface (See System
Management Bus (SMBus) Specification, Version 2.0): Quick Command, Send Byte,
Receive Byte, Write Byte/Word, Read Byte/Word, Process Call, Block Read/Write, Block
Write-Block Read Process Call, and Host Notify.

The SMBus host controller requires that the various data and command fields be setup
for the type of command to be sent. When software sets the START bit, the SMBus Host
controller performs the requested transaction, and interrupts the processor (or
generates an SMI#) when the transaction is completed. Once a START command has
been issued, the values of the “active registers” (Host Control, Host Command,
Transmit Slave Address, Data 0, Data 1) should not be changed or read until the
interrupt status message (INTR) has been set (indicating the completion of the
command). Any register values needed for computation purposes should be saved prior
to issuing of a new command, as the SMBus host controller updates all registers while
completing the new command.

The Host Controller supports the System Management Bus (SMBus) Specification,
Version 2.0. Slave functionality, including the Host Notify protocol, is available on the
SMBus pins.

Using the SMBus host controller to send commands to any SMBus slave port is not
supported.
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Command Protocols

In all of the following commands, the Host Status Register (offset 00h) is used to
determine the progress of the command. While the command is in operation, the
HOST_BUSY bit is set. If the command completes successfully, the INTR bit is set in the
Host Status Register. If the device does not respond with an acknowledge, and the
transaction times out, the DEV_ERR bit is set. If software sets the KILL bit in the Host
Control Register while the command is running, the transaction will stop and the
FAILED bit is set.

Quick Command

When programmed for a Quick Command, the Transmit Slave Address Register is sent.
The PEC byte is never appended to the Quick Protocol. Software should force the
PEC_EN bit to 0 when performing the Quick Command. Software must force the
I2C_EN bit to 0 when running this command. See section 5.5.1 of the System
Management Bus (SMBus) Specification, Version 2.0 for the protocol format.

Send Byte / Receive Byte

For the Send Byte command, the Transmit Slave Address and Device Command
Registers are sent. For the Receive Byte command, the Transmit Slave Address Register
is sent. The data received is stored in the DATAO register. Software must force the
I2C_EN bit to 0 when running this command.

The Receive Byte is similar to a Send Byte, the only difference is the direction of data
transfer. See sections 5.5.2 and 5.5.3 of the System Management Bus (SMBus)
Specification, Version 2.0 for the protocol format.

Write Byte/Word

The first byte of a Write Byte/Word access is the command code. The next 1 or 2 bytes
are the data to be written. When programmed for a Write Byte/Word command, the
Transmit Slave Address, Device Command, and Data0O Registers are sent. In addition,
the Datal Register is sent on a Write Word command. Software must force the I2C_EN
bit to 0 when running this command. See section 5.5.4 of the System Management Bus
(SMBus) Specification, Version 2.0 for the protocol format.

Read Byte/Word

Reading data is slightly more complicated than writing data. First, the host must write a
command to the slave device. Then it must follow that command with a repeated start
condition to denote a read from that device's address. The slave then returns 1 or 2
bytes of data. Software must force the I2C_EN bit to 0 when running this command.

When programmed for the read byte/word command, the Transmit Slave Address and
Device Command Registers are sent. Data is received into the DATAO on the read byte,
and the DATO and DATA1 registers on the read word. See section 5.5.5 of the System
Management Bus (SMBus) Specification, Version 2.0 for the protocol format.

Process Call

The process call is so named because a command sends data and waits for the slave to
return a value dependent on that data. The protocol is simply a Write Word followed by
a Read Word, but without a second command or stop condition.

When programmed for the Process Call command, the host transmits the Transmit

Slave Address, Host Command, DATAO and DATA1 registers. Data received from the
device is stored in the DATAO and DATA1 registers. The Process Call command with
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I2C_EN set and the PEC_EN bit set produces undefined results. Software must force
either I2C_EN or PEC_EN to 0 when running this command. See section 5.5.6 of the
System Management Bus (SMBus) Specification, Version 2.0 for the protocol format.

For process call command, the value written into bit 0 of the Transmit Slave Address
Register (SMB I/0 register, offset 04h) needs to be 0.

o If the I2C_EN bit is set, the protocol sequence changes slightly: the Command
Code (bits 18:11 in the bit sequence) are not sent. As a result, the slave does not
acknowledge (bit 19 in the sequence).

Block Read/Write

The system contains a 32-byte buffer for read and write data which can be enabled by
setting bit 1 of the Auxiliary Control register at offset 0Dh in I/O space, as opposed to a
single byte of buffering. This 32-byte buffer is filled with write data before
transmission, and filled with read data on reception. The interrupt is generated only
after a transmission or reception of 32 bytes, or when the entire byte count has been
transmitted/received.

The byte count field is transmitted but ignored as software will end the transfer after all
bytes it cares about have been sent or received.

For a Block Write, software must either force the I2C_EN bit or both the PEC_EN and
AAC bits to 0 when running this command.

The block write begins with a slave address and a write condition. After the command
code, a byte count is issued to indicate how many more bytes will follow in the
message. If a slave had 20 bytes to send, the first byte would be the number 20 (14h),
followed by 20 bytes of data. The byte count may not be 0. A Block Read or Write is
allowed to transfer a maximum of 32 data bytes.

When programmed for a block write command, the Transmit Slave Address, Device
Command, and DataO (count) registers are sent. Data is then sent from the Block Data
Byte register; the total data sent being the value stored in the Data0 Register. On block
read commands, the first byte received is stored in the Data0 register, and the
remaining bytes are stored in the Block Data Byte register. See section 5.5.7 of the
System Management Bus (SMBus) Specification, Version 2.0 for the protocol format.

For Block Write, if the I2C_EN bit is set, the format of the command changes slightly.
The host will still send the humber of bytes (on writes) or receive the number of bytes
(on reads) indicated in the DATAO register. However, it does not send the contents of
the DATAO register as part of the message. Also, the Block Write protocol sequence
changes slightly: the Byte Count (bits 27:20 in the bit sequence) are not sent - as a
result, the slave does not send an acknowledge (bit 28 in the sequence).

I2C Read

This command allows the interface to perform block reads to certain I2C devices, such
as serial EZPROMs. The SMBus Block Read supports the 7-bit addressing mode only.

However, this does not allow access to devices using the 12C “Combined Format” that
has data bytes after the address. Typically these data bytes correspond to an offset
(address) within the serial memory chips.

This command is supported independent of the setting of the I2C_EN bit. The I°C Read
command with the PEC_EN bit set produces undefined results. Software must force
both the PEC_EN and AAC bit to 0 when running this command.
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For I2C Read command, the value written into bit 0 of the Transmit Slave Address
Register (SMB I/0 register, offset 04h) needs to be 0.

The format that is used for the command is shown in Table 4-33.

Table 4-33. I2C Block Read

April 2014

Bit Description

1 Start

8:2 Slave Address — 7 bits

9 Write

10 Acknowledge from slave

18:11 Send DATA1 register

19 Acknowledge from slave

20 Repeated Start

27:21 Slave Address — 7 bits

28 Read

29 Acknowledge from slave

37:30 Data byte 1 from slave — 8 bits

38 Acknowledge

46:39 Data byte 2 from slave — 8 bits

47 Acknowledge

- Data bytes from slave / Acknowledge

- Data byte N from slave — 8 bits

- NOT Acknowledge

- Stop

The host will continue reading data from the peripheral until the NAK is received.

Block Write-Block Read Process Call

The block write-block read process call is a two-part message. The call begins with a
slave address and a write condition. After the command code the host issues a write
byte count (M) that describes how many more bytes is written in the first part of the
message. If a master has 6 bytes to send, the byte count field has the value 6 (0000
0110b), followed by the 6 bytes of data. The write byte count (M) cannot be 0.

The second part of the message is a block of read data beginning with a repeated start
condition followed by the slave address and a Read bit. The next byte is the read byte
count (N), which may differ from the write byte count (M). The read byte count (N)
cannot be 0.

The combined data payload must not exceed 32 bytes. The byte length restrictions of
this process call are summarized as follows:

e M>1 byte
e N>1 byte
e M+ N < 32 bytes
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4.12.1.3

4.12.1.4

4.12.1.5

4.12.1.6

The read byte count does not include the PEC byte. The PEC is computed on the total
message beginning with the first slave address and using the normal PEC
computational rules. It is highly recommended that a PEC byte be used with the Block
Write-Block Read Process Call. Software must do a read to the command register
(offset 2h) to reset the 32 byte buffer pointer prior to reading the block data register.

There is no STOP condition before the repeated START condition, and a NACK signifies
the end of the read transfer.

E32B bit in the Auxiliary Control register must be set when using this protocol.

See section 5.5.8 of the System Management Bus (SMBus) Specification, Version 2.0
for the protocol format.

Bus Arbitration

Several masters may attempt to get on the bus at the same time by driving the
SMBDATA line low to signal a start condition. The host continuously monitors the
SMBDATA line. When the host is attempting to drive the bus to a 1 by letting go of the
SMBDATA line and it samples SMBDATA low, then some other master is driving the bus
and the host stops transferring data.

If the host sees that it has lost arbitration, the condition is called a collision. The host
sets the BUS_ERR bit in the Host Status Register, and if enabled, generate an interrupt
or SMI#. The processor is responsible for restarting the transaction.

When the host is the SMBus master, it drives the clock. When the host is sending
address or command as an SMBus master, or data bytes as a master on writes, it drives
data relative to the clock it is also driving. It does not start toggling the clock until the
start or stop condition meets proper setup and hold time. the host also guarantees
minimum time between SMBus transactions as a master.

The system supports the same arbitration protocol for both the SMBus and the System
Management Link (SMLink) interfaces.

Bus Timing

Clock Stretching

Some devices may not be able to handle their clock toggling at the rate that the host,
as an SMBus master, would like. They have the capability of stretching the low time of
the clock. When the host attempts to release the clock, allowing the clock to go high,

the clock remains low for an extended period of time.

The host monitors the SMBus clock line after it releases the bus to determine whether
to enable the counter for the high time of the clock. While the bus is still low, the high
time counter must not be enabled. Similarly, the low period of the clock can be
stretched by an SMBus master if it is not ready to send or receive data.

Bus Time Out (Host as SMBus Master)

If there is an error in the transaction such that an SMBus device does not signal an
acknowledge or holds the clock lower than the allowed time-out time, the transaction
times out. the host discards the cycle and set the DEV_ERR bit. The time out minimum
is 25 ms (800 RTC clocks). The time-out counter inside the host starts after the last bit
of data is transferred by the host and it is waiting for a response.
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The 25 ms timeout counter does not count under the following conditions:
1. BYTE_DONE_STATUS bit (SMBus I/0O Offset 00h, bit 7) is set

2. The SECOND_TO_STS bit (TCO I/0 Offset 06h, bit 1) is not set (this indicates that
the system has not locked up).

Interrupts / SMI#

The Host’s SMBus controller uses PIRQB# as its interrupt pin. However, the system can
alternatively be set up to generate SMI# instead of an interrupt, by setting the
SMBUS_SMI_EN bit (Device 31:Function 0:0Offset 40h:bit 1).

Table 4-34 and Table 4-35 specify how the various enable bits in the SMBus function
control the generation of the interrupt, Host and Slave SMI, and Wake internal signals.
The rows in the tables are additive, which means that if more than one row is true for a
particular scenario then the results for all of the activated rows occurs.

Enable for SMBALERT#

SMB_SMI_EN
I':Iﬁfr':l(l'"/‘gt (Host_ SMBALERT_DIS
Event Register, Co;ﬁg_uratmn (glave .Comn:)af?d Result
Offset 02h egister, I/ Reglstgr, set
Bit 0) ’ D31:F3:0ffset 40h, 11h, Bit 2)
Bit 1)

SMBALERT# X X X Wake generated
asserted low

(always X 1 0 Slave SMI# generated
reported in Host (SMBUS_SMI_STS)
Status Register,

Bit 5) 1 0 0 Interrupt generated
Enables for SMBus Slave Write and SMBus Host Events

SMB_SMI_EN (Host
INTREN (Host . Py -
Event Control I/0 Register, co;;'f}::?_%??szlegﬁer’ Event
Offset 02h, Bit 0) Rl ’
Bitl)
Slave Write to Wake generated when asleep.
Wake/SMI# X X Slave SMI# generated when
Command awake (SMBUS_SMI_STS).
Slave Write to .
x x e e,
Command = -
o 0 X None

Any combination of

Host Status Register 1 0 Interrupt generated

[4:1] asserted

1 1 Host SMI# generated
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Table 4-36. Enables for the Host Notify Command

HOST_NOTIFY_INTREN HOST_NOTIFY_WKEN
(Slave Control 1/0 S"gg;fi';"fz—e'ig"i‘sizr"“ (Slave Control 1/0 Result
Rengtell;lito(f)f)set 11h, D31:F3:0ff40h, Bit 1) Reglstell-;i:)If)set 11h,
0 X 0 None
X X 1 Wake generated
1 0 X Interrupt generated
1 1 X Slave SMI# generated
(SMBUS_SMI_STS)
4.12.1.8 SMBALERT#
SMBALERT# is multiplexed with GPIO[11]. When enable and the signal is asserted, the
system can generate an interrupt, an SMI#, or a wake event from S1-S5.
4.12.1.9 SMBus CRC Generation and Checking
If the AAC bit is set in the Auxiliary Control register, the host automatically calculates
and drives CRC at the end of the transmitted packet for write cycles, and checks the
CRC for read cycles. It does not transmit the contents of the PEC register for CRC. The
PEC bit must not be set in the Host Control register if this bit is set or it results in
unspecified behavior.
If the read cycle results in a CRC error, the DEV_ERR bit and the CRCE bit in the
Auxiliary Status register at offset 0Ch is set.
4.12.2 TCO Slave SMBus Interface

The internal TCO Slave shares the external pins with the Host SMBus. The TCO Slave
SMBus logic does not generate or handle receiving the PEC byte and will only act as a
Legacy Alerting Protocol device. The slave interface decodes address cycles, and allows
an external microcontroller to perform specific actions. The TCO Slave is connected
internally to the host SMBus by setting the soft trap TCO Slave Select in the flash
descriptor.

Key features and capabilities of the TCO Slave include:

e Supports decode of three types of messages: Byte Write, Byte Read, and Host
Notify.

e Receive Slave Address register: This is the address that the slave decodes. A
default value is provided so that the slave interface can be used without the
processor having to program this register.

e Receive Slave Data register in the SMBus I/0 space that includes the data written
by the external microcontroller.

e Registers that the external microcontroller can read to get the state of the system.

e Status bits to indicate that the SMBus slave logic caused an interrupt or SMI# due
to the reception of a message that matched the slave address:

— Bit 0 of the Slave Status Register for the Host Notify command
— Bit 16 of the SMI Status Register for all others
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Note:
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The external microcontroller should not attempt to access the TCO SMBus slave logic
until either:

e One second after both: RTCRST# is high and RSMRST# is high, OR

e PLTRST# de-asserts
If a master leaves the clock and data bits of the SMBus interface at 1 for 50 us or more
in the middle of a cycle, the slave logic's behavior is undefined. This is interpreted as an

unexpected idle and should be avoided when performing management activities to the
slave logic.

When an external microcontroller accesses the SMBus Slave Interface over the SMBus
a translation in the address is needed to accommodate the least significant bit used for
read/write control. For example, if the slave address (RCV_SLVA) is left at 44h

(default), the external micro controller would use an address of 88h/89h (write/read).

Format of Slave Write Cycle

The external master performs Byte Write commands to the SMBus Slave I/F. The
“"Command” field (bits 11:18) indicate which register is being accessed. The Data field
(bits 20:27) indicate the value that should be written to that register.

Table 4-37 provides the values associated with the Slave Write registers.

Slave Write Registers

Register Function
0 Command Register. See Table 4-38, "Command Types” for legal values written to
this register.
1-3 Reserved
4 Data Message Byte 0
5 Data Message Byte 1
6-7 Reserved
8 Reserved
9-FFh Reserved

The external microcontroller is responsible for making sure it does not update the
contents of the data byte registers until they have been read by the system processor.
The system overwrites the old value with any new value received. A race condition is
possible where the new value is being written to the register just at the time it is being
read. The system does not attempt to cover this race condition (for example,
unpredictable results in this case).
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Table 4-38. Command Types

Command N
Type Description
0 Reserved
WAKE/SMI# - This command wakes the system if it is not already awake. If system is already
1 awake, an SMI# is generated.
Note: The SMB_WAK_STS bit is set by this command, even if the system is already awake.
The SMI handler should then clear this bit.
> Unconditional Powerdown - This command sets the PWRBTNOR_STS bit, and has the same

effect as the Power button Override occurring.

HARD RESET WITHOUT CYCLING - This command causes a hard reset of the system (does not
3 include cycling of the power supply). This is equivalent to a write to the CF9h register with bits
2:1 set to 1, but bit 3 set to 0.

HARD RESET SYSTEM - This command causes a hard reset of the system (including cycling of

4 the power supply). This is equivalent to a write to the CF9h register with bits 3:1 set to 1.
Disable the TCO Messages - This command will disable the Slave from sending Heartbeat and

5 Event messages (as described in Section 4.12). Once this command has been executed,
Heartbeat and Event message reporting can only be re-enabled by assertion and deassertion of
the RSMRST# signal.

6 WD RELOAD - Reload watchdog timer.

7 Reserved

SMLINK_SLV_SMI - When the Slave detects this command type while in the SO state, it sets
the SMLINK_SLV_SMI_STS bit. This command should only be used if the system is in an SO
state. If the message is received during S1-S5 states, the system acknowledges it, but the
SMLINK_SLV_SMI_STS bit does not get set.

8 Note: It is possible that the system transitions out of the SO state at the same time that the
SMLINK_SLV_SMI command is received. In this case, the SMLINK_SLV_SMI_STS bit
may get set but not serviced before the system goes to sleep. Once the system
returns to SO, the SMI associated with this bit would then be generated. Software
must be able to handle this scenario.

9-FFh Reserved.

4.12.2.2 Format of Read Command
The external master performs Byte Read commands to the TCO SMBus Slave interface.

The Command field (bits 18:11) indicate which register is being accessed. The Data
field (bits 30:37) contain the value that should be read from that register.

Table 4-39. Slave Read Cycle Format

Bit Description Driven by Comment

1 Start External Microcontroller

Must match value in Receive Slave Address

2-8 Slave Address - 7 bits External Microcontroller register

9 Write External Microcontroller | Always 0

10 ACK Slave

Indicates which register is being accessed. See

11-18 | Command code - 8 bits | External Microcontroller Table 4-38 for list of implemented registers

19 ACK Slave
20 Repeated Start External Microcontroller

21-27 | Slave Address - 7 bits External Microcontroller l:lel‘ésigt?rat(:h value in Receive Slave Address
28 Read External Microcontroller | Always 1

29 ACK Slave

Intel® Communications Chipset 89xx Series - Datasheet
April 2014
170 Order Number: 327879-005US



4.0

intel.

Table 4-39. Slave Read Cycle Format

Bit Description Driven by Comment
_ Value depends on register being accessed. See
30-37 | Data Byte Slave Table 4-40 for list of implemented registers.
38 NOT ACK External Microcontroller
39 Stop External Microcontroller
Table 4-40. Data Values for Slave Read Registers (Sheet 1 of 2)
Register Bits Description
0 07:00 Reserved for capabilities indication. Should always return 00h. Future chips may
' return another value to indicate different capabilities.
System Power State:
000 = SO
001 = S1
010 = Reserved
02:00 011 = S3
1 100 = S4
101 =S5
110 = Reserved
111 = Reserved
07:03 Reserved
03:00 Reserved
2
07:04 Reserved
Watchdog Timer current value. Watchdog Timer has 10 bits, but this field is only 6
05:00 bits. If the current value is greater than 3Fh, the system will always report 3Fh in
3 this field.
07:06 Reserved
00 1 = The Intruder Detect (INTRD_DET) bit is set. This indicates that the system cover
has probably been opened.
o1 1 = BTI Temperature Event occurred. This bit is set if the system’s THRM# input
signal is active. Else this beat will read “0.”
02 DOA CPU Status. This bit is 1 to indicate that the processor is dead
03 1 = SECOND_TO_STS bit set. This bit is set after the second time-out
4 (SECOND_TO_STS bit) of the Watchdog Timer occurs.
06:04 Reserved. Will always be 0, but software should ignore.
Reflects the value of the GPIO[11]/SMBALERT# pin (and is dependent upon the
value of the GPI_INV[11] bit. If the GPI_INV[11] bit is 1, then the value in this bit
equals the level of the GPI[11]/SMBALERT# pin
07 (high = 1, low = 0).
If the GPI_INV[11] bit is O, then the value of this bit will equal the inverse of the
level of the GPIO[11]/SMBALERT# pin (high = 0, low = 1).
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Table 4-40. Data Values for Slave Read Registers (Sheet 2 of 2)

4.12.2.3

Note:

Register Bits Description
00 Reserved
01 Reserved
02 CPU Power Failure Status: - ‘1’ if the CPUPWR_FLR bit in the GEN_PMCON_2 register
is set.
INIT3_3V# due to receiving Shutdown message - This event is visible from the
reception of the shutdown message until a platform reset is done if the Shutdown
Policy Select bit (SPS) is configured to drive INIT3_3V#. When the SPS bit is
03 configured to generate PLTRST# based on shutdown, this register bit will always
return 0.
5 Events on signal do not create a event message
04 Reserved
05 POWER_OK_BAD - Indicates the failure core power well ramp during boot/resume.

This bit is active if the SLP_S3# pin is de-asserted and PWROK pin is not asserted.

Thermal Trip - This bit will shadow the state of processor Thermal Trip status bit
06 (CTS) (16.2.1.2, GEN_PMCON_2, bit 3). Events on signal does not create an event
message.

Reserved - Default value is “X”

07 Note: Software should not expect a consistent value when this bit is read through
SMBUS/SMLink

Contents of the Message 1 register. See Section 6.8.1.8 for the description of this

6 07:00 register.

Contents of the Message 2 register. See Section 6.8.1.8 for the description of this

7 07:00 register.

Contents of the TCO_WDCNT register. See Section 6.8.1.9 for the description of this
register.

e}

07:00

07:00 Seconds of the RTC

07:00 Minutes of the RTC

07:00 Hours of the RTC

07:00 “Day of Week” of the RTC

07:00 “Day of Month” of the RTC

07:00 Month of the RTC

m|m|O|O|®| >| 0O

07:00 Year of the RTC

10h-FFh 07:00 Reserved

Behavioral Notes

According to the SMBus protocol, Read and Write messages begin with a Start bit -
Address— Write bit sequence. When the Slave detects that the address matches the
value in the Receive Slave Address register, it assumes that the protocol is always
followed and ignores the Write bit (bit 9) and signal an Acknowledge during bit 10. In
other words, if a Start-Address—Read occurs (which is illegal for SMBus Read or Write
protocol), and the address matches TCO Slave Address, the Slave still grabs the cycle.

Also according to SMBus protocol, a Read cycle contains a Repeated
Start-Address-Read sequence beginning at bit 20. If the Address matches the Slave’s
Receive Slave Address, it will assume that the protocol is followed, ignore bit 28, and
proceed with the Slave Read cycle.

An external microcontroller must not attempt to access SMBus TCO Slave logic until at
least 1 second after both RTCRST# and RSMRST# are deasserted (high).
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4.12.2.5

Note:

Table 4-41.
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The TCO SMBus slave interface allows external SMBus master to read the internal RTC’s
time byte registers.

Slave Read of RTC Time Bytes

The RTC time bytes are internally latched by the system’s hardware whenever RTC time
is not changing and SMBus is idle. This ensures that the time byte delivered to the
slave read is always valid and it does not change when the read is still in progress on
the bus. The RTC time will change whenever hardware update is in progress, or there is
a software write to the RTC time bytes.

The SMBus slave interface only supports Byte Read operation. The external SMBus
master will read the RTC time bytes one after another. Software must check and
manage the possible time rollover when subsequent time bytes are read.

For example, assuming the RTC time is 11 hours, 59 minutes, 59 seconds: When the
external SMBus master reads the hour as 11, and then reads the minute, it is possible
that the rollover happens between the reads and the minute is read as 0. This results in
11 hours, 0 minutes instead of the correct time of 12 hours, 0 minutes. Unless it is
certain that rollover does not occur, software is required to detect the possible time
rollover by reading multiple times such that the read time bytes can be adjusted
accordingly if needed.

Format of Host Notify Command

The system tracks and responds to the standard Host Notify command as specified in
the System Management Bus (SMBus) Specification, Version 2.0. The host address for
this command is fixed to 0001000b. If the system already has data for a
previously-received host notify command which has not been serviced yet by the host
software (as indicated by the HOST_NOTIFY_STS bit), then it NACKs following the host
address byte of the protocol. This allows the host to communicate non-acceptance to
the master and retain the host notify address and data values for the previous cycle
until host software completely services the interrupt.

Host software must always clear the HOST_NOTIFY_STS bit after completing any
necessary reads of the address and data registers.

Host Notify Format

Bit Description Driven By Comment
1 Start External Master
8:2 SMB Host Address — 7 bits External Master Always 0001_000
9 Write External Master Always 0
10 ACK (or NACK) Slave Slave NACKs if HOST_NOTIFY_STS is 1
i . B . Indicates the address of the master; loaded
17:11 | Device Address - 7 bits External Master into the Notify Device Address Register
_ 7-bit-only address; this bit is inserted to
18 Unused — Always 0 External Master complete the byte
19 ACK Slave
27:20 | Data Byte Low — 8 bits External Master IlioaQed into the Notify Data Low Byte
egister
28 ACK Slave
36:29 | Data Byte High — 8 bits External Master IlioaQed into the Notify Data High Byte
egister
37 ACK Slave
38 Stop External Master
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4.12.2.7

4.12.2.7.1

4.12.2.7.2

Note:

TCO Slave Functions
The TCO Slave can be assessed by an external microcontroller.

The following features and functions are supported by the TCO Slave:

e Processor present detection: Detects if processor fails to fetch the first instruction
after reset

e Various Error detection (such as ECC Errors) indicated by host controller: Can
generate SMI#, SCI, SERR, NMI, or TCO interrupt

e Intruder Detect input:
— Can generate TCO interrupt or SMI# when the system cover is removed
— INTRUDER# allowed to go active in any power state, including G3

e Detection of bad BIOS Flash (Flash on SPI) programming: Detects if data on first
read is FFh (indicates that BIOS flash is not programmed)

¢ Ability to hide a PCI device: Allows software to hide a PCI device in terms of
configuration space through the use of a device hide register.

Theory of Operation

The System Management functions are designed to allow the system to diagnose failing
subsystems. The intent of this logic is that some of the system management
functionality can be provided without the aid of an external microcontroller.

Detecting a System Lockup

When the processor is reset, it is expected to fetch its first instruction. If the processor
fails to fetch the first instruction after reset, the TCO timer times out twice and the
system asserts PLTRST#.

Handling an Intruder

The system has an input signal, INTRUDER#, that can be attached to a switch that is
activated by the system’s case being open. This input has a two RTC clock debounce. If
INTRUDER# goes active (after the debouncer), this will set the INTRD_DET bit in the
TCO_STS register. The INTRD_SEL bits in the TCO_CNT register can cause an SMI# or
interrupt. The BIOS or interrupt handler can then cause a transition to the S5 state by
writing to the SLP_EN bit.

The software can also directly read the status of the INTRUDER# signal (high or low) by
clearing and then reading the INTRD_DET bit. This allows the signal to be used as a GPI
if the intruder function is not required.

If the INTRUDER# signal goes inactive some point after the INTRD_DET bit is written
as a 1, then the INTRD_DET signal will go to a 0 when INTRUDER# input signal goes
inactive. This is slightly different than a classic sticky bit, since most sticky bits would
remain active indefinitely when the signal goes active and would immediately go
inactive when a 1 is written to the bit.

The INTRD_DET bit resides in the RTC well, and is set and cleared synchronously with
the RTC clock. Thus, when software attempts to clear INTRD_DET (by writing a 1 to the
bit location) there may be as much as two RTC clocks (about 65 us) delay before the bit
is actually cleared. The INTRUDER# signal should be asserted for a minimum of 1 ms to
guarantee that the INTRD_DET bit is set.

o If the INTRUDER# signal is still active when software attempts to clear the
INTRD_DET bit, the bit remains set and the SMI is generated again immediately.
The SMI handler can clear the INTRD_SEL bits to avoid further SMIs. However, if
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the INTRUDER# signal goes inactive and then active again, there is not further
SMIs, since the INTRD_SEL bits would select that no SMI# be generated.

4.12.2.7.3 Detecting Improper Flash Programming
The system can detect the case where the BIOS flash is not programmed. This results
in the first instruction fetched to have a value of FFh. If this occurs, the system sets the
BAD_BIOS bit. The BIOS flash resides in SPI flash.

4.12.2.7.4 TCO Trigger Events

Table 4-42 provides the events that can trigger TCO messages. The external BMC has
to poll to detect pending messages.

Table 4-42. Event Transitions that Cause Messages

Event Assertion? Deassertion? Comments

INTRUDER# pin yes no Must be in “S1 or hung S0” state

Must be in “S1 or hung S0” state. The
THRM# pin yes yes THRM# pin is isolated when the core power is
off, thus preventing this event in S3-S5.

Watchdog Timer Expired yes no (NA) “S1 or hung S0” state entered
S&IO[HVSMBALERT# yes yes Must be in “*S1 or hung S0” state
BATLOW # yes yes Must be in “S1 or hung S0” state
CPU_PWR_FLR yes no “S1 or hung S0” state entered

4.12.3 EndPoint (EP) Slave SMBus

This SMBus slave port provides system management (SM) visibility into all
configuration registers in the EndPoint.

The EP SMBus operations may be split into two upper level protocols: writing
information to configuration registers and reading configuration registers. This section
describes the required protocol for an SMBus master to access the EP’s internal
configuration registers. See the SMBus Specification, Revision 2.0 for the specific bus
protocol, timings, and waveforms.

EP SMBus Features:

e The EP SMBus allows access to any register within the EP whether the CSR exists in
PCI (bus, device, function) space or in memory mapped space.

e The EP SMBus interface acts as a side-band configuration access to the internal
configuration space, therefore, the config block must service all SMBus config
transactions even in the presence of a deadlock condition where the system cannot
respond to configuration requests on the PCIe* links.

e The EP SMBus supports Packet Error Checking (can be disabled) as defined in the
SMBus 2.0 specification.

e The EP SMBus requires the SMBus master to poll the busy bit to determine if the
previous transaction has completed. For reads, this is after the repeated start
sequence.
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4.12.3.1

SMBus Supported Transactions

The EP SMBus supports six SMBus individual commands associated into two groups
(read/write) with three data sizes. The read transactions require two SMBus sequences,
one is writing the requested read address to the internal register stack and the other is
the read command to extract the data once it is available. The write transactions are a
single sequence that contains both the address and the data.

Supported transactions:

e Block Write (Dword sized data packet)

e Block Read (Dword sized data packet)

o Word Write (Word sized data packet)

e Word Read (Word sized data packet)

e Byte Write (Byte sized data packet)

e Byte Read (Byte sized data packet)
To support longer PCle* timeouts the SMBus master is required to poll the busy bit to
know when the data in the stack contains the desired data. This applies to both reads
and writes. The protocol diagrams (Figure 4-6 through Figure 4-16) only shows the
polling in read transactions. The reason for this is due to the length of PCle* timeouts
which may be as long as several seconds. This violates the SMBus spec of a maximum
of 25 ms. To overcome this limitation, the SMBus slave requests the configuration
master for access. Once granted, the slave asserts its busy bit and releases the link.

The SMBus master is free to address other devices on the link or poll the busy bit until
any pending transaction is completed.

The command format is illustrated in Table 4-43 and the subsequent bulleted list of
sub-field encodings.

Table 4-43. SMBus Command Encoding

7 6 5 4 3:2 1:0

Internal Command: sMBus command:

00 - Read DWord 00 - Byte
Begin End MemTrans | PEC_en 01 - Write Byte 01 - Word
10 - Write Word 12 - i'“k . Block ;
) - Reserved. Block comman
11 - Write DWord is selected.

e The Begin bit indicates the first transaction of the read or write sequence.
e The End bit indicates the last transaction of the read or write sequence.

e The MemTrans bit indicates the configuration request is a memory mapped
addressed register or a PCI (bus, device, function, offset) addressed register. A
logic 0 addresses a PCI configuration register. A logic 1 addresses a memory
mapped register. When this bit is set it enables the designation memory address
type.

e The PEC_en bit enables the 8-bit packet error checking (PEC) generation and
checking logic. For the examples below, if PEC was disabled, then there would be
no PEC generated or checked by the slave.

e The Internal Command field specifies the internal command to be issued by the
SMBus slave logic. The EP SMBus supports dword reads and byte, word, and dword
writes to configuration space.
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e The SMBus Command field specifies the SMBus command to be issued on the bus.
This field is used as an indication of the length of transfer so that the slave knows
when to expect the PEC packet (if enabled).

The SMBus interface uses an internal register stack that is filled by the SMBus master
before a request to the config master block is made. Table 4-44 provides a list of the
bytes in the stack and their descriptions.

Table 4-44. Internal SMBus Protocol Stack

4.12.3.2

Note:

April 2014

SMBus Stack usage
for bus/dev/func

SMBus Stack usage

for memory region Description

commands commands
(cmd[5] = 0) (cmd[5] = 1)
Command Command Command byte
Byte Count Byte Count Ilgr?ng%nr:gi 3fsnges for this transaction when Block
Bus number for bus/dev config space command
Bus Number Memory region type.

Memory region for memory config space command
type.

Device[4:0] and Function[2:0] for cmd[5] = O type
of config transaction.

Address[23:16] for cmd[5] = 1 type of memory
config transaction.

Device/Function Address [23:16]

The following fields are further defined for
cmd[5]=0:

Address High[7:4] = Reserved[3:0]

Address High [3:0] = Address[11:8]: This is the
high order PCle* address field.

The following fields are further defined for
cmd[5]=1:

Address[15:8]

Address High Address [15:8]

The following fields are further defined for
cmd[5]=0:
Lower order 8-bit register offset (Address[7:0])

Register Offset The following fields are further defined for

Address [7:0]

cmd[5]=1:
Address [7:0]
Data3 Data3 Data byte 3
Data2 Data2 Data byte 2
Datal Datal Data byte 1
Data0 Data0 Data byte 0
Addressing

The EP SMBus slave address, which each component claims, is dependent on the
GBE_LEDO/EP_SMB_ADR2 and GBE_LED1/EP_SMB_ADR3 pin straps (sampled once
VCCAEPAUX/VCCAEP_1PO05 is stable. For the DH89xxCC this is on the assertion of
GBE_AUX_PWR_OK). The EP SMBus slave is accessed with address [7:1] = 1110_XXO0.
The X's represent GBE_LEDO/EP_SMB_ADR2 and GBE_LED1/EP_SMB_ADR3 strap pins.
See Table 4-45 for the mapping of strap pins to the bit positions of the slave address.

The slave address is dependent on the GBE_LEDO/EP_SMB_ADR?2 and
GBE_LED1/EP_SMB_ADR3 strap pins only and cannot be reprogrammed.
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Table 4-45. SMBus Slave Address Format

Slave Address
Field Bit Position

Slave Address Source

(7]

(6]

(5]

[4]

O = | = =

(3]

GBE_LED1/EP_SMB_ADRS3 strap pin

(2]

GBE_LEDO/EP_SMB_ADR?2 strap pin

[1]

0

(0]

Read/Write# bit. This bit is in the slave address field to indicate a read or write
operation. It is not part of the SMBus slave address.

If the Mem/Cfg (MemTrans) bit as described in Table 4-43 is cleared then the address
field represents the standard PCI register addressing nomenclature namely; bus,
device, function and offset.

If the Mem/Cfg bit is set, the address field has a new meaning. Bits [23:0] hold a linear
memory address and bits [31:24] is a byte to indicate which memory region it is.
Table 4-46 describes the selections available. A logic one in a bit position enables that
memory region to be accessed. If the destination memory byte is zero then no action is
taken (no request is sent to the configuration master).

If a memory region address field is set to a reserved space, the RHSL slave performs
the following actions:

e The transaction is not executed
e The slave releases the SCL (Serial Clock) signal.
e The master abort error status is set.

Table 4-46. Memory Region Address Field

Bit field Memory Region Address Field

OFh Internal SMBus Register
OEh-0Ah Reserved

0% GbE3/Reserved?

08h GbE2/Reserved?

07h GbE1/Reserved?

06h GbEO/Reserved?

05h Reserved

04h Reserved

03h Reserved

02h Reserved

01h EndPoint Memory-Mapped CSRs

00h Reserved

1. SKU Dependent
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The platform SMBus master agent that is connected to the EP Slave SMBus can request
a configuration transaction to a downstream PCI-Express* device.

SMBus Initiated Southbound Configuration Cycles

SMBus Error Handling

SMBus Error Handling feature list:
e Errors are reported in the status byte field.
e Errors in Table 4-47 are also collected in the FERR and NERR registers.

The EP SMBus slave interface handles internal and PEC errors. For example, internal
errors can occur when the system issues a configuration read on the PCI-Express* port
and that read terminates in error. These errors manifest as a Not-Acknowledge (NACK)
for the read command (End bit is set). If an internal error occurs during a configuration
write, the final write command receives a NACK just before the stop bit. If the master
receives a NACK, the entire configuration transaction should be reattempted.

If the master supports packet error checking (PEC) and the PEC_en bit in the command
is set, then the PEC byte is checked in the slave interface. If the check indicates a
failure, then the slave NACKs the PEC packet.

Each error bit must be routed to the FERR and NERR registers for error reporting. The
status field encoding is defined in the Table 4-47. This field reports if an error occurred.
If bits[2:0] are 000b then transaction was successful. A successful indication here does
not necessarily mean that the transaction was completed correctly for all components
in the system.

The busy bit is set whenever a transaction is accepted by the slave. This is true for
reads and writes but the affects may not be observable for writes. This means that
since the writes are posted and the communication link is so slow the master should
never see a busy condition. A timeout is associated with the transaction in progress.
When the timeout expires a timeout error status is asserted.

Status Field Encoding for SMBus Reads

Bit Description
07 Busy
06:03 Reserved

101-111: Reserved
100: Timeout Error
011: Master Abort. An error that is reported with respect to this transaction.

02:00 010: Completer Abort. An error is reported by downstream PCle* device with respect to this
transaction.

001: Memory Region encoding error. This bit is set if a memory region is not valid.
000: Successful

SMBus Interface Reset
The EP Slave interface state machine can be reset in several ways. The first two items
are defined in the SMBus rev 2.0 specification.

e The master holds SCL low for 25 ms cumulative. Cumulative in this case means
that all the “low time” for SCL is counted between the Start and Stop bit. If this
totals 25 ms before reaching the Stop bit, the interface is reset.

e The master holds SCL continuously high for 50 us.
e Force a platform reset.
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4.12.3.6

4.12.3.6.1

Figure 4-5.

Write address
for a Read
sequence

Read data
sequence

Poll until
Status[7] =0

Configuration and Memory Read Protocol

Configuration and memory reads are accomplished through an SMBus write(s) and
later followed by an SMBus read. The write sequence is used to initialize the Bus
Number, Device, Function, and Register Number for the configuration access. The
writing of this information can be accomplished through any combination of the
supported SMBus write commands (Block, Word or Byte). The Internal Command field
for each write should specify Read DWord.

After all the information is set up, the last write (End bit is set) initiates an internal
configuration read. The slave asserts a busy bit in the status register and release the
link with an acknowledge (ACK). The master SMBus performs the transaction sequence
for reading the data, however, the master must observe the status bit [7] (busy) to
determine if the data is valid. This is due to the PCIe* timeouts which may be long
causing an SMBus spec violation. The SMBus master must poll the busy bit to
determine when the pervious read transaction has completed.

If an error occurs then the status byte reports the results. This field indicates abnormal
termination and contains status information such as target abort, master abort, and
time-outs. Examples of configuration reads are illustrated below. All of these examples
have PEC (Packet Error Code) enabled. If the master does not support PEC, then bit 4
of the command would be cleared and no PEC byte exists in the communication
streams. For the definition of the diagram conventions below, see the SMBus
Specification, Revision 2.0. For SMBus read transactions, the last byte of data (or the
PEC byte if enabled) is NACKed by the master to indicate the end of the transaction.

SMBus Configuration and Memory Block-Size Reads

SMBus Block-Size Configuration Register Read
-

S 1110_1X0 W| A Cmd = 11010010 A Byte cnt=4 A Bus Num A Dev / Func A
L» Rsv[3:0] & Addr[11:8] | A Regoff [7:0] A PEC AP
.
e z
S 1110_1X0 W|A| Cmd=11010010 |[A
sr 1110_1X0 RIA Byte cnt=5 A Status A Data [31:24] A Data [23:16]
Data [15:8] A Data [7:0] A PEC N| P
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Figure 4-6. SMBus Block-Size Memory Register Read

a S 1110_1X0 WA Cmd =11110010 A Byte cnt = 4 A MemRegion A Addr off[23:16] A
Write address
for a Read \_»
sequence Addr off[15:8] A Addr off[7:0] A PEC AP
-
e -
S 1110_1X0 WA Cmd =11110010 A
Read data
sequence sr 1110_1X0 R|A Bytecnt=5 A Status A Data [31:24] A Data [23:16] A
Poll until
Status[7] = 0
L» Data [15:8] A Data [7:0] A PEC N|P
o

Figure 4-7. SMBus Word-Size Configuration Register Read

S 1110_1X0 W|A | Cmd=10010001 |A Bus Num A Dev / Func A PEC AP
Write address
for a Read
sequence s 1110_1X0 W|A| Cmd=01010001 |A | Rsv[3:0] & Addr[11:8] | A Regoff [7:0] A PEC AP
4 S 1110_1X0 W|A | Cmd=10010001 |A
sr 1110_1X0 R|A Status A Data [31:24] A PEC N| P
S 1110_1X0 W|A | Cmd=00010001 |A
Read Sequence
Poll until <
Status[7] = 0 sr 1110_1X0 R|A Data [23:16] A Data [15:8] A PEC N|P
S 1110_1X0 W|A | Cmd=01010000 |A
sr 1110_1X0 R|A Data [7:0] A PEC N|P
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Figure 4-8. SMBus Word-Size Memory Register Read

S 1110_1X0 WA Cmd = 10110001 A Mem region A Addr off[23:16] A PEC A|P
Write address
for a Read
sequence S 1110_1X0 W|A| Cmd=01110001 A Addr off[15:8] A Addr off[7:0] A PEC A|P
a S 1110_1X0 W|A Cmd = 10110001 A
sr 1110_1X0 RIA Status A Data [31:24] A PEC N|P
S 1110_1X0 W|A Cmd = 00110001 A
Read Sequence
Poll until <
Status[7] = 0 sr 1110_1X0 RIA Data [23:16] A Data [15:8] A PEC N|P
S 1110_1X0 WA Cmd = 01110000 A
sr 1110_1X0 R|A Data [7:0] A PEC N|P
o

4.12.3.6.2 SMBus Configuration and Memory Byte Reads
Figure 4-9. SMBus Byte-Size Configuration Register Read

s 1110_1X0 w|A| cmd=10010000 |A Bus Num A PEC AlP

Write address s 1110_1X0 w|A| cmd=00010000 |A Dev / Func A PEC AlP
for a Read

squence s 1110_1X0 W|A| Cmd=00010000 |A | Rsv[3:0] & Addr[11:8] | A PEC AlP

s 1110_1X0 w|A| cmd=01010000 |A Regoff [7:0] A PEC AlP

Read Sequence ™ g 1110_1X0 W[A| Cmd=10010000 |A

1110_1X0 Status

s 1110_1X0 w|A| cmd=00010000 |A
1110_1X0 Data [31:24]

Poll until S 1110_1X0 W|A| Cmd=00010000 |A
Status[7] = 0 < 1110_1X0 Data [23:16]

s 1110_1X0 w|A| ©md=00010000 |A
1110_1X0 Data [15:8]

s 1110_1X0 W|A| Cmd=01010000 |A
1110_1X0 Data [7:0]
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Figure 4-10. SMBus Byte-Size Memory Register Read

s 1110_1X0 w[A| cmd=10110000 |A Bus Num A PEC AlP
Write address s 1110_1X0 w[A| cmd=00110000 |A Dev / Func A PEC AlP
for a Read
squence s 1110_1X0 W|A| Cmd=00110000 |A | Rsv[3:0]&Addr{11:8] | A PEC AlP
s 1110_1X0 w[A| cmd=01110000 |A Regoff [7:0] A PEC AlP
Read Sequence ™ g 1110_1X0 wlA| Cmd=10110000 |A
sr 1110_1X0 R[A Status A PEC NP
s 1110_1X0 w[A| cmd=00110000 |A
sr 1110_1X0 R[A Data [31:24] A PEC NP
Poll unti s 1110_1X0 w[A| cmd=00110000 |A
Status[7] = 0 < sr 1110_1X0 R[A Data [23:16] A PEC N|P
s 1110_1X0 w[A| cmd=00110000 |[A
sr 1110_1X0 R|A Data [15:8] A PEC NP
s 1110_1X0 w[A| cmd=01110000 |A
sr 1110_1X0 RlA Data [7:0] A PEC NP
N\
4.12.3.7 Configuration and Memory Write Protocol

Note:

April 2014

Configuration and memory writes are accomplished through a series of SMBus writes.
As with configuration reads, a write sequence is first used to initialize the Bus Number,
Device, Function, and Register Number for the configuration access. The writing of this
information can be accomplished through any combination of the supported SMBus
write commands (Block, Word or Byte).

The SMBus has no concept of byte enables. Therefore, the Register Number written to
the slave is assumed to be aligned to the length of the Internal Command. In other
words, for a Write Byte internal command, the Register Number specifies the byte
address. For a Write DWord internal command, the two least-significant bits of the
Register Number or Address Offset are ignored. This is different from PCI where the
byte enables are used to indicate the byte of interest.

After all the information is set up, the SMBus master initiates one or more writes which
sets up the data to be written. The final write (End bit is set) initiates an internal
configuration write. The slave interface could potentially clock stretch the last data
write until the write completes without error. If an error occurred, the SMBus interface
NACKs the last write operation just before the stop bit.

The busy bit is set for the write transaction. A config write will likely complete before
the SMBus master can poll the busy bit. If the transaction is destined to a chip on a
PCIe* link then it could take several more clock cycle to complete the outbound
transaction being sent.

Examples of configuration writes are illustrated below. For the definition of the diagram
conventions below, see the SMBus Specification, Revision 2.0.
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4.12.3.7.1 SMBus Configuration and Memory Block Writes

Figure 4-11. SMBus Block-Size Configuration Register Write

S 1110_1X0 W| A Cmd =11011110 A Byte cnt =4 A Bus Num A Dev / Func A
L» Rsv[3:0] & Addr[11:8] | A Regoff [7:0] A Data [31:24] A Data [23:16] A Data [15:8] A
L» Data [7:0] A PEC AP

Figure 4-12. SMBus Block-Size Memory Register Write

s 1110_1X0 wlA| cmd=11111110 [A Byte cnt = 4 A Mem Region A Addr [23:16] A
Addr [15:8] A Addr [7:0] A Data [31:24] A Data [23:16] A Data [15:8] A
Data [7:0] A PEC Alp

4.12.3.7.2 SMBus Configuration and Memory Word Writes

Figure 4-13. SMBus Word-Size Configuration Register Write

S 1110_1X0 WA Cmd = 10011001 A Bus Num A Dev / Func A PEC A P

S 1110_1X0 WA Cmd = 00011001 A | Rsv[3:0] & Addr{11:8] | A Regoff [7:0] A PEC A P

S 1110_1X0 WA Cmd = 00011001 A Data [31:24] A Data [23:16] A PEC A P

S 1110_1X0 WA Cmd = 01011001 A Data [15:8] A Data [7:0] A PEC A P
Figure 4-14. SMBus Word-Size Memory Register Write

S 1110_1X0 W|A Cmd =10111001 A Mem Region A Addr [23:16] A PEC A|P

S 1110_1X0 W|A Cmd = 00111001 A Addr [15:8] A Addr [7:0] A PEC A|P

S 1110_1X0 W|A Cmd = 00111001 A Data [31:24] A Data [23:16] A PEC A|P

S 1110_1X0 WA Cmd = 01111001 A Data [15:8] A Data [7:0] A PEC A P
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4.12.3.7.3 SMBus Configuration and Memory Byte Writes
Figure 4-15. SMBus Configuration (Byte Write, PEC Enabled)

S 1110_1X0 WA Cmd = 10010100 A Bus Num A PEC AP
S 1110_1X0 WA Cmd = 00010100 A Dev / Func A PEC AP
S 1110_1X0 W[ A Cmd = 00010100 A | Rsv[3:0] & Addr[11:8] | A PEC A P
S 1110_1X0 WA Cmd = 00010100 A Regoff [7:0] A PEC AP
S 1110_1X0 WA Cmd = 00010100 A Data [31:24] A PEC AP
S 1110_1X0 W[ A Cmd = 00010100 A Data [23:16] A PEC A P
S 1110_1X0 W[ A Cmd = 00010100 A Data [15:8] A PEC A P
S 1110_1X0 WA Cmd =01010100 A Data [7:0] A PEC AP

Figure 4-16. SMBus Memory (Byte Write, PEC Enabled)

S 1110_1X0 WA Cmd =10110100 A Mem Region A PEC AP
S 1110_1X0 WA Cmd = 00110100 A Addr[23:16] A PEC AP
S 1110_1X0 WA Cmd = 00110100 A | Rsv[3:0] & Addr[11:8] | A PEC A P
S 1110_1X0 WA Cmd = 00110100 A Regoff [7:0] A PEC AP
S 1110_1X0 WA Cmd = 00110100 A Data [31:24] A PEC AP
S 1110_1X0 W| A Cmd = 00110100 A Data [23:16] A PEC A P
S 1110_1X0 W| A Cmd = 00110100 A Data [15:8] A PEC A P
S 1110_1X0 WA Cmd =01110100 A Data [7:0] A PEC AP

4.12.4 GbE SMBus (Master/Slave)

See Chapter 22.0, "Management Interfaces” and Chapter 27.0, “"GbE Platform
Manageability” for the GbE SMBus interface description.
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4.12.5 SMLINK1 Interface

SMLINK1 is used by an external controller to obtain system thermal data from sensors
integrated into the components on the platform. See Section 4.19, “Thermal
Management” for information about Thermal Reporting using SMLINK1.

4.13 Serial I/0 Unit and Watchdog Timer (SIW) (B0:D31:F0)

4.13.1 Overview

The Serial I/0O unit and Watchdog Timer (SIW) is similar to currently available Super
I/0 controllers. It is specifically designed to be integrated into the PCH and consists of
two UARTS, a serial interrupt controller, a watchdog timer, and the LPC interface.

4.13.2 Features

LPC Interface Multiplexed Command, Address, and Data Bus
e 8-bit I/O transfers
e 16-bit address qualification for I/O transactions
e Serial IRQ interface compatible with serialized IRQ support for PCI systems

Serial Port
e Two full-function 16550-compatible serial ports
e Configurable I/0O addresses and interrupts
e 16-byte FIFOs
e Supports up to 115 Kbps
e Programmable baud rate generator
e Modem control circuitry
e 14.7456 MHz and 48 MHz supported for UART baud clock input

Watchdog Timer (WDT)

Selectable Prescaler — about 1 MHz (1 ps to 1 s) and about 1 KHz (1 ms to 10 min)
e 33 MHz Clock (30 ns Clock Ticks)
e Multiple Modes (WDT and Free-Running)

e Free-Running Mode: One-stage timer - Toggles WDT_TOUT# after programmable
time.

o WDT Mode: Two-stage timer (First stage generates interrupt, second stage drives
WDT_TOUT# low)

— First stage generates an SERIRQ interrupt (if enabled) after programmable
time.

— Second stage drives WDT_OUT# low or inverts the previous value.

— Used only after first timeout occurs.

— Status bit preserved in RTC well for possible error detection and correction.
— Drives WDT_TOUT# if OUTPUT is enabled.

e Timer can be disabled (default state) or Locked (Hard reset required to disable
WDT)

e WDT Automatic Reload of Preload value when WDT Reload Sequence is performed.
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Functional Description

Host Processor Interface (LPC)

The host processor communicates with the SIW via the LPC bus. Access is through a
series of read/ write registers and accomplished through I/0 cycles. All registers are
eight bits wide. The SIW registers include global configuration space and device specific
regions accessed by setting the Logical Device Number in the SIW Configuration
Register 07H (SCR7).

Address Map

Address Block Name Logical Device
04Eh O;gggn((j%rﬂ%—DTR# Configuration Index
04Fh or 2Fh (SIU1_DTR# dependent) Configuration Data
Base+(0-7) Serial Port 1 04H
Base+(0-7) Serial Port 2 O5H
Base+(0-18) Watchdog Timer 06H

See Section 7.1 for configuration register descriptions and information on setting the
base address.

LPC Interface

The LPC interface is used to control all the logical blocks on the SIW. LPC bus signals
use PCI 33 MHz electrical signal characteristics. See the Low Pin Count (LPC) Interface
Specification Rev 1.0.

LPC Cycles
The following cycle types are supported by the LPC protocol.

Supported LPC Cycle Types

Cycle Type Transfer Size
I/0 Write 1 Byte
I/0O Read 1 Byte

The SIW ignores cycles that it does not support.

I/0 Read and Write Cycles

The SIW is the target for I/0 cycles. 1/0 cycles are initiated by the host for register or
FIFO accesses and generally have minimal synchronization times.

Data transfers are assumed to be exactly 1-byte. If the CPU requested a 16-bit or
32-bit transfer, the host must divide it up into 8-bit transfers.

See the LPC Interface Specification for the sequence of cycles for the I/O Read and
Write cycles.
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4.13.3.5

Note:

4.13.3.6

4.13.3.6.1

Table 4-50.

4.13.4

Policy
The following rules govern the reset policy:
SIW_RESETH# is tied to the internal PCI bus reset.

When SIW_RESET# goes active (low):
e The host drives the LFRAME# signal high, tri-states the LAD[3:0] signals.
e The SIU ignores LFRAME#, tri-states the LAD[3:0] pins.

LPC bus signals from SIW are internally tied to the primary LPC interface of the PCH.
Host LPC and SIW LPC names are used interchangeably throughout.

LPC Transfers

I/0 Transfers

These are generally used for register or FIFO accesses, and generally have minimal
synchronization times. The minimum number of wait-states between bytes is one. Data
transfers are assumed to be exactly one byte. The host is responsible for breaking up
larger data transfers into 8-bit cycles.

I/0 Sync Bits Description

Bits Indication

0000 Synchronization achieved with no error.

0101 Indicates that synchronization not achieved yet, but the part is driving the bus.

0110 Indicates that_syn_chronization not achieved yet, but the part is driving the bus and expects
long synchronization

1010 Special Case: peripheral indicating errors.

LPC Logical Devices 4 and 5: Serial Ports (UART1 and UART2)

This section describes the Universal Asynchronous Receiver/Transmitter (UART) serial
port used for the two UART integrated into the SIW. The UART can be controlled via
programmed I/0. The basic programming model is the same for both UARTs with the
only difference being the Logical Device Number assigned to each.

The serial port consists of a UART which supports all the functions of a standard 16550
UART including hardware flow control interface.

The UART performs serial-to-parallel conversion on data characters received from a
peripheral device or a modem and parallel-to-serial conversion on data characters
received from the processor. The processor can read the complete status of the UART at
any time during the functional operation. Available status information includes the type
and condition of the transfer operations being performed by the UART and any error
conditions (parity, overrun, framing, or break interrupt).

The serial port can operate in either FIFO or non-FIFO mode. In FIFO mode, a 16-byte
transmit FIFO holds data from the processor to be transmitted on the serial link and a
16-byte Receive FIFO buffers data from the serial link until read by the processor.

Each UART includes a programmable baud rate generator which is capable of dividing
the baud clock input by divisors of one to (2 16 -1) and producing a 16X clock to drive
the internal transmitter and receiver logic. Each UART has complete modem control
capability and a processor interrupt system. Interrupts can be programmed to the
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user's requirements, minimizing the computing required to handle the communications
link. Each UART can operate in a polled or an interrupt driven environment as
configured by software.

The baud rate generator input is a function of the UART_CLK and a configurable
pre-divide of 1, 8, or 26. See SIW Configuration (address 29h) in Section 15.4.1, "SIW
Configuration Register Summary” on page 746. The output of the baud rate generator
is 16 times the baud rate.

Table 4-51. UART Clock Divider Support

Clock Frequency 1.8432 MHz 14.7456 MHz 48.0 MHz
Predivide Value 1 8 26
Generator Frequency 1.8432 MHz 1.8432 MHz 1.8462 MHz
Table 4-52. Baud Rate Example

Desired Baud Rate Divisor % error @ 1.8432 0/:;;?;*@

300 384 0.16

1200 96 0.16

2400 48 0.16

4800 24 0.16

9600 12 0.16

19200 6 0.16

38400 3 0.16

56000 2 2.8 3
115200 1 0.16

4.13.4.1 UART Feature List

¢ Functionally compatible with National Semiconductor's PC16550D

e Adds or deletes standard asynchronous communications bits (start, stop, and
parity) to or from the serial data

e Independently controlled transmit, receive, line status and data set interrupts

e Programmable baud rate generator allows division of clock by 1 to (216 -1) and
generates an internal 16X clock

e Modem control functions (CTS#, RTS#, DSR#, DTR#, RI#, and DCD#)
e Fully programmable serial-interface characteristics:

e 5,6, 7, or 8-bit characters

e Even, odd, or no parity detection

e 1,1-1/2, or 2 stop bit generation

e Baud rate generation (up to 115 Kbps)

e False start bit detection

e 16-byte Receive FIFO

e Complete status reporting capability
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4.13.4.2

e Line break generation and detection

o Internal diagnostic capabilities include:
— Loopback controls for communications link fault isolation
— Break, parity, overrun, and framing error simulation
— Fully prioritized interrupt system controls

UART Operational Description

The format of a UART data frame is shown in Figure 4-17.

Figure 4-17. Example UART Data Frame

Stop
Bit 1

Start | Data | Data |Data | Data | Data | Deta | Deta | Data | Parit

Bit == =1= == =3= == =5= =E= =7= v Bit EBit 2

TXD3 or RXD3 pin

LzB =B ‘

Receive data sample counter frecuency = 1éx bit frequency, each bit is sampled three times it
the middle. Shaded bits are optional and can be programaned by users.

Each data frame is between seven bits and 12 bits long depending on the size of data
programmed, if parity is enabled and if two stop bits is selected. The frame begins with
a start bit that is represented by a high to low transition. Next, 5 to 8 bits of data are
transmitted, beginning with the least significant bit. An optional parity bit follows,
which is set if even parity is enabled and an odd number of ones exist within the data
byte, or if odd parity is enabled and the data byte contains an even number of ones.
The data frame ends with one, one and a half or two stop bits as programmed by the
user, which is represented by one or two successive bit periods of a logic one.

The unit is disabled upon reset, the user needs to enable the unit by setting bit six of
Interrupt Enable Register. When the unit is enabled, the receiver starts looking for the
start bit of a frame; the transmitter starts transmitting data to the transmit data pin if
there is data available in the transmit FIFO. Transmit data can be written to the FIFO
before the unit is enabled. When the unit is disabled, the transmitter/receiver finishes
the current byte being transmitted/received if it is in the middle of
transmitting/receiving a byte and stops transmitting/receiving more data.

An SIU_RESET# to the SIU forces the internal register and output signals on the serial
port to the values listed in Table 4-53.

Table 4-53. UART Register/Signal Reset States

Register/Signal Reset Control Reset State

Interrupt Enable Register RESET All bits are low.

Bit O is forced high. Bits 1-3 and 6-7 are forced

Interrupt ID Register RESET low. Bits 4-5 are permanently low.

Line Control Register RESET All bits are forced low.
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Table 4-53. UART Register/Signal Reset States

4.13.4.3

Note:

4.13.4.4
4.13.4.4.1

4.13.4.4.2

April 2014

Register/Signal Reset Control Reset State

Bits 0-4, 7 are forced low. Bits 5 and 6 are forced

Line Status Register RESET high.

Bits 0, 1, 2, 3, 4 are forced low. Bits 5, 6, 7 are

Modem Control Register RESET permanently low.

RESET/Modem signal,

Modem Status Register read MSR for bits 3-0. Low
Infrared Selection Register RESET All bits are permanently low.
Txd RESET High
RESET/ clear LINE
Int zTA/TLCJ: aREG Low
rts_n RESET High
dtr_n RESET High

Programmable Baud Rate Generator

The UART contains a programmable Baud Rate Generator that is capable of taking the
UART_CLK input and dividing it by any divisor from 1 to (2 16 -1). The output frequency
of the Baud Rate Generator is 16 times the baud rate. Two 8-bit latches store the
divisor in a 16-bit binary format. These Divisor Latches must be loaded during
initialization to ensure proper operation of the Baud Rate Generator. If both Divisor
Latches are loaded with 0, the 16X output clock is stopped. Upon loading either of the
Divisor latches, a 16-bit baud counter is immediately loaded. This prevents long counts
on initial load. Access to the Divisor latch can be done with a word write.

The UART_CLK is the SIW_CLK input divided by the prescaler set by the SIW
Configuration Register (Offset 29h).

The baud rate of the data shifted in/out of the UART is given by:
Baud Rate = UART_CLK(MHz)/[16X Divisor]
For example, if UART_CLK is 14.7456 MHz and the divisor is 96, the baud rate is 9600.

A divisor value of 0 in the Divisor Latch Register is not allowed. The reset value of the
divisor is 02.

FIFO Operation
FIFO Interrupt Mode Operation

Receiver Interrupt

When the Receive FIFO and receiver interrupts are enabled (FCR[0]=1 and IER[0]=1),
receiver interrupts occur as follows:

e The receive data available interrupt is invoked when the FIFO has reached its
programmed trigger level. The interrupt is cleared when the FIFO drops below the
programmed trigger level.

e The IIR receive data available indication also occurs when the FIFO trigger level is
reached, and like the interrupt, the bits are cleared when the FIFO drops below the
trigger level.
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e The receiver line status interrupt (IIR = C6H), as before, has the highest priority.
The receiver data available interrupt (IIR=C4H) is lower. The line status interrupt
occurs only when the character at the top of the FIFO has errors.

¢ The data ready bit (DR in LSR register) is set to 1 as soon as a character is
transferred from the shift register to the Receive FIFO. This bit is reset to 0 when
the FIFO is empty.

Character Timeout Interrupt

When the receiver FIFO and receiver time out interrupt are enabled, a character
timeout interrupt occurs when all of the following conditions exist:

e At least one character is in the FIFO.

e The last received character was longer than four continuous character times ago (if
two stop bits are programmed the second one is included in this time delay).

¢ The most recent processor read of the FIFO was longer than four continuous
character times ago.

e The receive FIFO trigger level is greater than one.

The maximum time between a received character and a timeout interrupt is 160 ms at
300 baud with a 12-bit receive character (for example, one start, eight data, one
parity, and two stop bits).

When a time out interrupt occurs, it is cleared and the timer is reset when the
processor reads one character from the receiver FIFO. If a timeout interrupt has not
occurred, the timeout timer is reset after a new character is received or after the
processor reads the receiver FIFO.

Transmit Interrupt

When the transmitter FIFO and transmitter interrupt are enabled (FCR[0]=1,
IER[1]=1), transmit interrupts occur as follows:

The transmitter holding register interrupt occurs when the transmit FIFO is empty; it is
cleared as soon as the transmitter holder register is written to (1 to 16 characters may
be written to the transmit FIFO while servicing this interrupt) or the IIR is read.

The transmitter FIFO empty indications are delayed one character time minus the last
stop bit time whenever the following occurs: THRE = 1 and there have not been at least
two bytes at the same time in the transmit FIFO since the last THRE = 1. The first
transmitter interrupt after changing FCRO is immediate if it is enabled.

FIFO Polled Mode Operation

With the FIFOs enabled (TRFIFOE bit of FCR set to 1), setting IER[3:0] to all zeros puts
the serial port in the FIFO polled mode of operation. Since the receiver and the
transmitter are controlled separately, either one or both can be in the polled mode of
operation. In this mode, software checks receiver and transmitter status via the LSR.
As stated in the register description:

e LSR[0] is set as long as there is one byte in the receiver FIFO.

e LSR[1] through LSR[4] specify which error(s) has occurred for the character at the
top of the FIFO. Character error status is handled the same way as interrupt mode.
The IIR is not affected since IER[2] = 0.

e LSR[5] indicates when the transmitter FIFO needs data.
e LSR[6] indicates that both the transmitter FIFO and shift register are empty.
e LSR[7] indicates whether there are any errors in the receiver FIFO.
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LPC Logical Device 6: Watchdog Timer

Overview

This device is a Watchdog timer that provides a resolution that ranges from 1 ps to 10
minutes. The timer uses a 35-bit down-counter.

The counter is loaded with the value from the first Preload register. The timer is then
enabled and it starts counting down. The time at which the WDT first starts counting
down is called the first stage. If the host fails to reload the WDT before the 35-bit down
counter reaches zero the WDT generates an internal interrupt.

After the interrupt is generated the WDT loads the value from the second Preload
register into the WDT’s 35-bit Down-Counter and starts counting down. The WDT is
now in the second stage. If the host still fails to reload the WDT before the second
timeout, the WDT drives the WDT_TOUT# pin low and sets the timeout bit
(WDT_TIMEOUT). This bit indicates that the system has become unstable. The
WDT_TOUT# pin is held low until the system is reset or the WDT times out again
(Depends on TOUT_CNF). The process of reloading the WDT involves the following
sequence of writes:

1. Write “80” to offset BAR1 + 0OCh
2. Write “86" to offset BAR1 + 0Ch
3. Write ‘1’ to WDT_RELOAD in Reload Register.

The same process is used for setting the values in the preload registers. The only
difference exists in step 3. Instead of writing a ‘1’ to the WDT_RELOAD, you write the
desired preload value into the corresponding Preload register. This value is not loaded
into the 35-bit down counter until the next time the WDT reenters the stage. For
example, if Preload Value 2 is changed, it is not loaded into the 35-bit down counter
until the next time the WDT enters the second stage.

Figure 4-18. WDT Block Diagram

April 2014
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Theory Of Operation

RTC Well and WDT_TOUT# Functionality

The WDT_TIMEOUT bit is set to a ‘1’ when the WDT 35-bit down counter reaches zero
for the second time in a row. Then the WDT_TOUT# pin is toggled LOW by the WDT
from the ILB. The board designer must attach the WDT_TOUT# to the appropriate
external signal. If WDT_TOUT_CNF is a ‘1’ the WDT toggles WDT_TOUT# again the
next time a time out occurs. Otherwise WDT_TOUT# is driven low until the system is
reset or power is cycled.

Register Unlocking Sequence

The register unlocking sequence is necessary whenever writing to the RELOAD register
or either PRELOAD_VALUE registers. The host must write a sequence of two writes to
offset BAR1 + OCh before attempting to write to either the WDT_RELOAD and
WDT_TIMEOUT bits of the RELOAD register or the PRELOAD_VALUE registers. The first
writes are “80” and “86” (in that order) to offset BAR1 + OCh. The next write is to the
proper memory mapped register (for example, RELOAD, PRELOAD_VALUE_1,
PRELOAD_VALUE_2). Any deviation from the sequence (writes to memory-mapped
registers) causes the host to have to restart the sequence.

When performing register unlocking, software must issue the cycles using byte access
only. Otherwise the unlocking sequence does not work properly.
The following is an example of how to prevent a timeout:

1. Write “80” to offset BAR1 + 0Ch

2. Write “86” to offset BAR1 + 0Ch

3. Write a ‘1’ to RELOAD [8] (WDT_RELOAD) of the Reload Register

Any subsequent writes require that this sequence be performed again.

Reload Sequence

To keep the timer from causing an interrupt or driving WDT_TOUT#, the timer must be
updated periodically. Other timers refer to “updating the timer” as “kicking the timer”.
The frequency of updates required is dependent on the value of the Preload values. To
update the timer the Register Unlocking Sequence must be performed followed by
writing a ‘1’ to bit 8 at offset BAR1 + 0Ch within the watchdog timer memory mapped
space. This sequence of events is referred to as the “Reload Sequence”.

Low Power State

The Watchdog Timer does not operate when PCICLK is stopped.

General Purpose I/0 (B0:D31:F0)

The system contains up to 67 General Purpose Input/Output (GPIO) signals. Each GPIO
can be configured as an input or output signal. The number of inputs and outputs
varies depending on the configuration. The following list is a brief summary of GPIO
features:

e Capability to mask Suspend well GPIOs from CF9h events configured via
GP_RST_SEL registers)

¢ Added capability to program GPIO prior to switching to output
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Power Wells

Some GPIOs exist in the suspend power plane. Care must be taken to make sure GPIO
signals are not driven high into powered-down planes. Some GPIOs may be connected
to pins on devices that exist in the core well. If these GPIOs are outputs, there is a
danger that a loss of core power (PWROK low) or a Power Button Override event results
in the system driving a pin to a logic 1 to another device that is powered down.

SMI# SCI and NMI Routing

The routing bits for GPIO[15:0] allow an input to be routed to SMI#, SCI, NMI or
neither. A bit can be routed to either an SMI# or an SCI, but not both.

Triggering

GPIO[15:0] have “sticky” bits on the input. See the GPEQ_STS register and the
ALT_GPI_SMI_STS register. As long as the signal goes active for at least 2 clock cycles,
the system keeps the sticky status bit active. The active level can be selected in the
GP_INV register. This does not apply to GPI_NMI_STS residing in GPIO IO space.

If the system is in an SO or an S1 state, the GPI inputs are sampled at 33 MHz, so the
signal only needs to be active for about 60 ns to be latched. In the S3-S5 states, the
GPI inputs are sampled at 32.768 kHz, and thus must be active for at least 61
microseconds to be latched. GPIs that are in the core well are not capable of waking the
system from sleep states where the core well is not powered.

If the input signal is still active when the latch is cleared, it sets again. Another edge
trigger is not required. This makes these signals “level” triggered inputs.

GPIO Registers Lockdown
The following GPIO registers are locked down when the GPIO Lockdown Enable (GLE)
bit is set. The GLE bit resides in B0:D31:F0:GPIO Control (GC) register.
e Offset 00h: GPIO_USE_SEL[31:0]
e Offset 04h: GP_IO_SEL[31:0]
o Offset 0Ch: GP_LVL[31:0]
e Offset 28h: GPI_NMI_EN[15:0]
o Offset 2Ch: GPI_INV[31:0]
e Offset 30h: GPIO_USE_SEL2[63:32]
o Offset 34h: GPI_IO_SEL2[63:32]
e Offset 38h: GP_LVL2[63:32]
e Offset 40h: GPIO_USE_SEL3[95:64]
e Offset 44h: GPI_IO_SEL3[95:64]
o Offset 48h: GP_LVL3[95:64]
e Offset 60h: GP_RST_SEL[31:0]
o Offset 64h: GP_RST_SEL2[63:32]

e Offset 68h: GP_RST_SEL3[95:64]
Once these registers are locked down, they become Read-Only registers and any
software writes to these registers has no effect. To unlock the registers, the GPIO

Lockdown Enable (GLE) bit is required to be cleared to ‘0’. When the GLE bit changes
from a ‘1’ to a ‘0’ a System Management Interrupt (SMI#) is generated if enabled.
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Once the GPIO_UNLOCK_SMI bit is set, it can not be changed until a PLTRST# occurs.
This ensures that only BIOS can change the GPIO configuration. If the GLE bit is
cleared by unauthorized software, BIOS will set the GLE bit again when the SMI# is
triggered and these registers will continue to be locked down.

4.14.5 Serial POST Codes Over GPIO

The system provides an extended capability which allows system software to serialize
POST or other messages on GPIO. This capability negates the requirement for
dedicated diagnostic LEDs on the platform. Additionally, based on the newer BTX form
factors, the PCI bus as a target for POST codes is increasingly difficult to support as the
total number of PCI devices supported are decreasing.

4.14.5.1 Theory of Operation

The POST code serialization logic is shared with GPIO. These GPIOs will likely be shared
with LED control offered by the Super I/O (SIO) component. Figure 4-19 shows a likely
configuration.

Figure 4-19. Serial Post over GPIO Reference Circuit

V_3P3_STBY

VAN

Post Code
Logic

SIO

LED { «
N

Note: The pull-up value is based on the brightness required.

The anticipated usage model is that either the system or the SIO can drive a pin low to
turn off an LED. In the case of the power LED, the SIO would normally leave its
corresponding pin in a high-Z state to allow the LED to turn on. In this state, the
system can blink the LED by driving its corresponding pin low and subsequently
tri-stating the buffer. The I/O buffer should not drive a ‘1’ when configured for this
functionality and should be capable of sinking 24mA of current.

An external optical sensing device can detect the on/off state of the LED. By externally
post-processing the information from the optical device, the serial bit stream can be
recovered. The hardware will supply a ‘sync’ byte before the actual data transmission
to allow external detection of the transmit frequency. The frequency of transmission
should be limited to 1 transition every 1us to ensure the detector can reliably sample
the on/off state of the LED. To allow flexibility in pull-up resistor values for power
optimization, the frequency of the transmission is programmable via the DRS field in
the GP_GB_CMDSTS register.
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The serial bit stream is Manchester encoded. This choice of transmission ensures that a
transition is seen on every clock. The 1 or 0 data is based on the transmission
happening during the high or low phase of the clock.

As the clock is encoded within the data stream, hardware must ensure that the Z-0 and
0-Z transitions are glitch-free. Driving the pin directly from a flop or through glitch-free
logic are possible methods to meet the glitch-free requirement.

A simplified hardware/software register interface provides control and status
information to track the activity of this block. Software enabling the serial blink
capability should implement an algorithm referenced in the following list to send the
serialized message on the enabled GPIO:

1. Read the Go/Busy status bit in the GP_GB_CMDSTS register and verify it is cleared.
This will ensure that the GPIO is idled and a previously requested message is still
not in progress.

2. Write the data to serialize into the GP_GB_DATA register.

3. Write the DLS and DRS values into the GP_GB_CMDSTS register and set the Go bit.
This may be accomplished using a single write.

The reference diagram shows the LEDs being powered from the suspend supply. By
providing a generic capability that can be used both in the main and the suspend power
planes maximum flexibility can be achieved. A key point to make is that the system
does not unintentionally drive the LED control pin low unless a serialization is in
progress. System board connections utilizing this serialization capability are required to
use the same power plane controlling the LED as system GPIO pin. Otherwise, the
system GPIO may float low during the message and prevent the LED from being
controlled from the SIO. The hardware will only be serializing messages when the core
power well is powered and the processor is operational.

Care should be taken to prevent the system from driving an active ‘1’ on a pin sharing
the serial LED capability. Since the SIO could be driving the line to 0, having the system
drive a 1 would create a high current path. A recommendation to avoid this condition
involves choosing a GPIO defaulting to an input. The GP_SER_BLINK register should be
set first before changing the direction of the pin to an output. This sequence ensures
the open-drain capability of the buffer is properly configured before enabling the pin as
an output.

Serial Message Format

In order to serialize the data onto the GPIO, an initial state of high-Z is assumed. The
SIO is required to have its LED control pin in a high-Z state as well to allow the system
to blink the LED (see the reference diagram).

The three components of the serial message include the sync, data, and idle fields. The
sync field is 7 bits of *1’ data followed by 1 bit of ‘0’ data. Starting from the high-Z state
(LED on) provides external hardware a known initial condition and a known pattern. In
case one or more of the leading 1 sync bits are lost, the 1s followed by 0 provide a
clear indication of ‘end of sync’. This pattern is used to ‘lock’ external sampling logic to
the encoded clock.

The data field is shifted out with the highest byte first (MSB). Within each byte, the
most significant bit is shifted first (MSb).

The idle field is enforced by the hardware and is at least 2 bit times long. The hardware
does not clear the Busy and Go bits until this idle time is met. Supporting the idle time
in hardware prevents time-based counting in BIOS as the hardware is immediately

ready for the next serial code when the Go bit is cleared. The idle state is represented
as a high-Z condition on the pin. If the last transmitted bit is a 1, returning to the idle
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Figure 4-20.

4.15

4.15.1

state results in a final 0-1 transition on the output Manchester data. Two full bit times
of idle correspond to a count of 4 time intervals (the width of the time interval is
controlled by the DRS field).

The waveform in Figure 4-20 shows a 1-byte serial write with a data byte of 5Ah. The
internal clock and bit position are for reference purposes only. The Manchester D is the
resultant data generated and serialized onto the GPIO. Since the buffer is operating in
open-drain mode, the transitions are from high-Z to 0 and back.

1-byte Serial Write with a Data Byte of 5Ah

Bit 716|5(4(3]2]|1]|0
Internal Clock ’_ |__ |_|_
Manchester D | | |_ —‘

8-bit sync field 2clk
(1111_1110) ¢——5A data byte 'd'eJ

<—

SATA* Host Controller (B0:D31:F2 & B0:D31:F5)

The SATA* Interface contains two controllers (B0:D31:F2 and B0:D31:F5) to support
AHCI/IDE modes of operation for different operating systems. Each controller is
configured to support two physical ports. These are physically numbered as Port 4 and
Port 5.

SATA* Ports 4 and 5 Numbering

The SATA* Interface is adopted from a legacy SATA* Interface which supported six
interface ports (0 through 5) in both the IDE and AHCI modes.
In the legacy interface usage, the controllers were used to support 6 ports as follows:
e In AHCI mode, controller #1 supported all 6 ports (0 through 5).
¢ In Native IDE mode, controller #1 supported 4 ports (0 through 3) and controller
#2 supported 2 ports 4 and 5
In this product, two controllers are used to support 2 ports as follows:
¢ In AHCI mode, controller #1 (B0:D31:F2) supports 2 ports 4 and 5.
e In Native IDE mode, controller #2 (B0:D31:F5) supports 2 ports 4 and 5.
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4.15.2 SATA* Feature Support

Feature Description System Support

Allows the device to reorder commands for more

Native Command Queuing (NCQ) efficient data transfers

Supported

Collapses a DMA Setup then DMA Activate

Auto Activate for DMA sequence into a DMA Setup only

Supported

Allows for device detection without power being
Hot Plug Support applied and ability to connect and disconnect Supported
devices without prior notification to the system

Provides a recovery from a loss of signal or

Asynchronous Signal Recovery establishing communication after hot plug Supported
3 Gb/s Transfer Rate Capable of data transfers up to 3Gb/s Supported
e A mechanism for a device to send a notification
ATAPI Asynchronous Notification to the host that the device requires attention Supported
; . Capability for the host controller or device to
HOSt & Link Initiated Power request Partial and Slumber interface power Supported
anagement
states
Enables the host the ability to spin up hard drives
Staggered Spin-Up sequentially to prevent power load problems on Supported
boot
Legacy Compatibility Mode Compatibility with Legacy Modes Not Supported

Reduces interrupt and completion overhead by
allowing a specified number of commands to
complete and then generating an interrupt to
process the commands

Command Completion Coalescing Not Supported

A mechanism for one active host connection to

Port Multiplier communicate with multiple devices

Not Supported

Technology that allows for an outside the box
External SATA* connection of up to 2 meters (when using the Not Supported
cable defined in SATA-IO)

4.15.3 Theory of Operation

4.15.3.1 Standard ATA Emulation

The system contains a set of registers that shadow the contents of the legacy IDE
registers. The behavior of the Command and Control Block registers, PIO, and DMA
data transfers, resets, and interrupts are all emulated.

Note: The system asserts INTR when the master device completes the EDD command
regardless of the command completion status of the slave device. If the master
completes EDD first, an INTR is generated and BSY remains '1' until the slave
completes the command. If the slave completes EDD first, BSY is '0' when the master
completes the EDD command and asserts INTR. Software must wait for busy to clear
(0) before completing an EDD command, as required by the ATA5 through ATA7 (T13)
industry standards.

4.15.3.2 48-Bit LBA Operation

The SATA* host controller supports 48-bit LBA through the host-to-device register FIS
when accesses are performed via writes to the task file. The SATA* host controller
ensures that the correct data is put into the correct byte of the host-to-device FIS.
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There are special considerations when reading from the task file to support 48-bit LBA
operation. Software may need to read all 16-bits. Since the registers are only 8-bits
wide and act as a FIFO, a bit must be set in the device/control register, which is at
offset 3F6h for primary and 376h for secondary (or their native counterparts).

If software clears bit 7 of the control register before performing a read, the last item
written is returned from the FIFO. If software sets bit 7 of the control register before
performing a read, the first item written is returned from the FIFO.

SATA* Swap Bay Support

The system provides for basic SATA* swap bay support using the PSC register
configuration bits and power management flows. A device can be powered down by
software and the port can then be disabled, allowing removal and insertion of a new
device.

This SATA* swap bay operation requires board hardware (implementation specific),
BIOS, and operating system support.

Hot Plug Operation

The system supports Hot Plug Surprise removal and Insertion Notification in the
PARTIAL, SLUMBER and Listen Mode states when used with Low Power Device Presence
Detection. Software can take advantage of power savings in the low power states while
enabling hot plug operation. See the AHCI specification for details.

Low Power Device Presence Detection

Low Power Device Presence Detection enables SATA* Link Power Management to

co-exist with hot plug (insertion and removal) without interlock switch or cold presence
detect. The detection mechanism allows Hot Plug events to be detectable by hardware
across all link power states (Active, PARTIAL, SLUMBER) as well as AHCI Listen Mode.

If the Low Power Device Presence Detection circuit is disabled, the system reverts to
Hot Plug Surprise Removal Notification (without an interlock switch) mode that is
mutually exclusive of the PARTIAL and SLUMBER power management states.

Power Management Operation

Power management of SATA* controller and ports covers operations of the host
controller and the SATA* wire.

Power State Mappings
The DO PCI power management state for device is supported by SATA* controller.

SATA* devices may also have multiple power states. From parallel ATA, three device
states are supported through ACPI:
e DO - Device is working and instantly available.

e D1 - device enters when it receives a STANDBY IMMEDIATE command. Exit latency
from this state is in seconds

e D3 - from the SATA* device’'s perspective, no different than a D1 state, in that it is
entered via the STANDBY IMMEDIATE command. However, an ACPI method is also
called which resets the device and then cut its power.

Each of these device states are subsets of the host controller’s DO state.
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SATA* defines three PHY layer power states, which have no equivalent mappings to
parallel ATA. They are:

e PHY READY - PHY logic and PLL are both on and active

e Partial - PHY logic is powered, but in a reduced state. Exit latency is no longer than
10 ns

e Slumber - PHY logic is powered, but in a reduced state. Exit latency can be up to
10 ms.

Since these states have much lower exit latency than the ACPI D1 and D3 states, the
SATA* controller defines these states as sub-states of the device DO state.

Power State Transitions

Partial and Slumber State Entry/Exit

The partial and slumber states save interface power when the interface is idle. It would
be most analogous to PCI CLKRUN# (in power savings, not in mechanism), where the
interface can have power saved while no commands are pending. The SATA* controller
defines PHY layer power management (as performed via primitives) as a driver
operation from the host side, and a device proprietary mechanism on the device side.
The SATA* controller accepts device transition types, but does not issue any transitions
as a host. All received requests from a SATA* device is ACKed.

When an operation is performed to the SATA* controller such that it needs to use the
SATA* cable, the controller must check whether the link is in the Partial or Slumber
states, and if so, must issue a COM_WAKE to bring the link back online. Similarly, the
SATA* device must perform the same action.

Device D1, D3 States

These states are entered after some period of time when software has determined that
no commands is sent to this device for some time. The mechanism for putting a device
in these states does not involve any work on the host controller, other then sending
commands over the interface to the device. The command most likely to be used in
ATA/ATAPI is the "STANDBY IMMEDIATE"” command.

Host Controller D31 State

After the interface and device have been put into a low power state, the SATA* host
controller may be put into a low power state. This is performed via the PCI power
management registers in configuration space. There are two important aspects to note
when using PCI power management:

1. When the power state is D3, only accesses to configuration space are allowed. Any
attempt to access the memory or I/0O spaces results in master abort.

2. When the power state is D3, no interrupts may be generated, even if they are
enabled. If an interrupt status bit is pending when the controller transitions to DO,
an interrupt may be generated.

When the controller is put into D3, it is assumed that software has properly shut down
the device and disabled the ports. Therefore, there is no need to sustain any values on
the port wires. The interface is treated as if no device is present on the cable, and
power is minimized.

When returning from a D3 state, an internal reset is not performed.
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Non-AHCI Mode PME# Generation

When in non-AHCI mode (legacy mode) of operation, the SATA* controller does not
generate PME#. This includes attach events (since the port must be disabled), or
interlock switch events (via the SATAGP pins).

SMI Trapping (APM)

Bus0:Device 31:Function2:Offset COh contains control for generating SMI# on
accesses to the IDE I/0 spaces. These bits map to the legacy ranges (1FO-1F7h, 3F6h,
170-177h, and 376h) and native IDE ranges defined by PCMDBA, PCTLBA, SCMDBA an
SCTLBA. If the SATA* controller is in legacy mode and is using these addresses,
accesses to one of these ranges with the appropriate bit set causes the cycle to not be
forwarded to the SATA* controller, and for an SMI# to be generated. If an access to the
Bus-Master IDE registers occurs while trapping is enabled for the device being
accessed, then the register is updated, an SMI# is generated, and the device activity
status bits are updated indicating that a trap occurred.

SATALED#

The SATALED# output is driven whenever the BSY bit is set in any SATA* port. The
SATALED# is an active-low open-drain output. When SATALED# is low, the LED should
be active. When SATALED# is high, the LED should be inactive.

AHCI Operation

The system provides hardware support for Advanced Host Controller Interface (AHCI),
a programming interface for SATA* host controllers developed through a joint industry
effort. AHCI defines transactions between the SATA* controller and software and
enables advanced performance and usability with SATA*. Platforms supporting AHCI
may take advantage of performance features such as no master/slave designation for
SATA* devices—each device is treated as a master—and hardware assisted native
command queuing. AHCI also provides usability enhancements such as hot-plug. AHCI
requires appropriate software support (for example, an AHCI driver) and for some
features, hardware support in the SATA* device or additional platform hardware.

The system supports all of the mandatory features of the Serial ATA Advanced Host
Controller Interface Specification, Revision 1.2 and many optional features, such as
hardware assisted native command queuing, aggressive power management, LED
indicator support, and hot-plug through the use of interlock switch support (additional
platform hardware and software may be required depending upon the implementation).

For reliable device removal notification while in AHCI operation without the use of
interlock switches (surprise removal), interface power management should be disabled
for the associated port. See Section 7.3.1 of the AHCI Specification for more
information.

SGPIO Signals

The SGPIO signals, in accordance to the SFF-8485 specification, support per-port LED
signaling. These signals are not related to SATALED#, which allows for simplified
indication of SATA* command activity. The SGPIO group interfaces with an external
controller chip that fetches and serializes the data for driving across the SGPIO bus.
The output signals then control the LEDs. This feature is only valid in AHCI mode.
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Mechanism

The enclosure management for SATA* Controller 1 (BusQ:Device 31: Function 2)
involves sending messages that control LEDs in the enclosure. The messages for this
function are stored after the normal registers in the AHCI BAR, at Offset 580h bytes
from the beginning of the AHCI BAR as specified by the EM_LOC global register.

Software creates messages for transmission in the enclosure management message
buffer. The data in the message buffer should not be changed if CTL.TM bit is set by
software to transmit an update message. Software should only update the message
buffer when CTL.TM bit is cleared by hardware otherwise the message transmitted is
indeterminate. Software then writes a register to cause hardware to transmit the
message or take appropriate action based on the message content. The software
should only create message types supported by the controller, which is LED messages.
If the software creates other non LED message types (for example, SAF-TE, SES-2),
the SGPIO interface may hang and the result is indeterminate.

During reset all SGPIO pins are in tri-state. The interface will continue to be in tri-state
after reset until the first transmission occurs when software programs the message
buffer and sets the transmit bit CTL.TM. The SATA* Host controller will initiate the
transmission by driving SCLOCK and at the same time drive the SLOAD to ‘0’ prior to
the actual bit stream transmission. The Host will drive SLOAD low for at least 5 SCLOCK
then only start the bit stream by driving the SLOAD to high. SLOAD is driven high for 1
SCLOCK follow by vendor specific pattern that is default to "0000” if software has yet to
program the value. A total of 21-bit stream from 7 ports (PortO, Portl, Port2, Port3,
Port4 Port5 and Port6) of 3-bit per port LED message is transmitted on SDATAOUTO pin
after the SLOAD is driven high for 1 SCLOCK. Only 3 ports (Port4, Port5 and Port6) of 9
bit total LED message follow by 12 bits of tri-state value is transmitted out on
SDATAOUT1 pin.

All the default LED message values is high prior to software setting them, except the
Activity LED message that is configured to be hardware driven that is generated based
on the activity from the respective port. All the LED message values is driven to ‘1’ for
the port that is un-implemented as indicated in the Port Implemented register
regardless of the software programmed value through the message buffer.

There are two ways to reset the system’s SGPIO interface: asynchronous reset and
synchronous reset. Asynchronous reset is caused by platform reset to cause the SGPIO
interface to be tri-state asynchronously. Synchronous reset is caused by setting the
CTL.RESET bit, clearing the GHC.AE bit or HBA reset, where Host Controller completes
the existing full bit stream transmission then only tri-state all the SGPIO pins. After the
reset, both synchronous and asynchronous, the SGPIO pins stays tri-stated.

The Host Controller does not guarantee to cause the target SGPIO device or controller

to be reset. Software is responsible to keep the SGPIO interface in tri-stated state for 2
seconds to cause a reset on the target of the SGPIO interface.
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4.15.9.2 Message Format
Messages are constructed with a one Dword header that describes the message to be
sent followed by the actual message contents. The first Dword is constructed as
follows:
Bit Description
31:28 | Reserved
Message Type (MTYPE): Specifies the type of the message.
The message types are:
Oh = LED
27:24 | 1h = SAF-TE
2h = SES-2
3h = SGPIO (register based interface)
All other values reserved
Data Size (DSIZE): Specifies the data size in bytes. If the message (enclosure services command)
23:16 has a data buffer that is associated with it that is transferred, the size of that data buffer is specified
' in this field. If there is no separate data buffer, this field has have a value of ‘0". The data directly
follows the message in the message buffer. This value should always be ‘0'.
15:08 Message Size (MSIZE): Specifies the size of the message in bytes. The message size does not
' include the one Dword header. A value of ‘0’ is invalid. The message size is always 4 bytes.
07:00 | Reserved
The SAF-TE, SES-2, and SGPIO message formats are defined in the corresponding
specifications. The LED message type is defined in Section 4.15.9.3. It is the
responsibility of software to ensure the content of the message format is correct. If the
message type is not programmed as 'LED' for this controller, the controller shall not
take any action to update its LEDs. For LED message type, the message size is always
four bytes.
4.15.9.3 LED Message Type

The LED message type specifies the status of up to three LEDs. Typically, the usage for
these LEDs is activity, fault, and locate. Not all implementations necessarily contain all
LEDs (for example, some implementations may not have a locate LED). The message
identifies the HBA port number that the slot status applies to. The format of the LED
message type is defined in Table 4-54. The LEDs shall retain their values until there is a
following update for that particular slot.
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Table 4-54. Multi-Activity LED Message Type

Byte

Description

3-2

Value (VAL) - This field describes the state of each LED for a particular location. There are three
LEDs that may be supported by the HBA. Each LED has 3 bits of control.

LED values are:

000b - LED shall be off

001b - LED shall be solid on as perceived by human eye
All other values reserved

The LED bit locations are:

Bits 2:0 - Activity LED (may be driven by hardware)
Bits 5:3 - Vendor Specific LED (for example, locate)
Bits 8:6 - Vendor Specific LED (for example, fault)
Bits 15:9 - Reserved

Vendor specific message is:
Bit 3:0 - Vendor Specific Pattern
Bit 15:4 - Reserved

Note: If Activity LED Hardware Driven (ATTR.ALHD) bit is set, host outputs the hardware LED
value sampled internally and ignores software written activity value on bit [2:0]. Since
the Enclosure Management does not support port multiplier based LED message, the LED
message is generated independently based on respective port’s operation activity. Vendor
specific LED values Locate (Bits 5:3) and Fault (Bits 8:6) always are driven by software.

Port Multiplier Information - Port Multiplier not supported.

HBA Information - Specifies slot specific information related to the HBA.
Note: This feature is Not Supported.
Bits 4:0 - HBA port number for the slot that requires the status update.

Bit 5 - If set to '1', Value is a vendor specific message that applies to the entire enclosure. If
cleared to '0', Value applies to the port specified in bits 4:0.

Bits 7:6 - Reserved

April 2014
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4.15.9.4 SGPIO Waveform
Figure 4-21. Serial Data Transmitted Over the SGPIO Interface
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4.16 High Precision Event Timers

This function provides a set of timers that can be used by the operating system. The
timers are defined such that in the future, the operating system may be able to assign
specific timers to be used directly by specific applications. Each timer can be configured
to cause a separate interrupt.

The system provides eight timers. The timers are implemented as a single counter each
with its own comparator and value register. This counter increases monotonically. Each
individual timer can generate an interrupt when the value in its value register matches
the value in the main counter.

The registers associated with these timers are mapped to a memory space (much like
the I/O APIC). However, it is not implemented as a standard PCI function. The BIOS
reports to the operating system the location of the register space. The hardware can
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support an assignable decode space; however, the BIOS sets this space prior to
handing it over to the operating system. It is not expected that the operating system
moves the location of these timers once it is set by the BIOS.

4.16.1 Timer Accuracy
1. The timers are accurate over any 1 ms period to within 0.05% of the time specified
in the timer resolution fields.

2. Within any 100 microsecond period, the timer reports a time that is up to two ticks
too early or too late. Each tick is less than or equal to 100 ns, so this represents an
error of less than 0.2%.

3. The timer is monotonic. It does not return the same value on two consecutive
reads (unless the counter has rolled over and reached the same value).

The main counter is clocked by the 14.31818 MHz clock, synchronized into the
66.666 MHz domain. This results in a non-uniform duty cycle on the synchronized

clock, but does have the correct average period. The accuracy of the main counter is as
accurate as the 14.31818 MHz clock.

4.16.2 Interrupt Mapping

Mapping Option #1 (Legacy Replacement Option)

In this case, the Legacy Replacement Rout bit (LEG_RT_CNF) is set. This forces the
mapping found in Table 4-55.

Table 4-55. Legacy Replacement Routing

Timer 8259 Mapping APIC Mapping Comment

In this case, the 8254 timer does not
0 IRQO IRQ2 cause any interrupts

In this case, the RTC does not cause
1 IRQ8 IRQ8 any interrupts.

Per IRQ Routing

283 Field.

Per IRQ Routing Field

4,5,6,7 not available not available

Mapping Option #2 (Standard Option)

In this case, the Legacy Replacement Rout bit (LEG_RT_CNF) is 0. Each timer has its
own routing control. The interrupts can be routed to various interrupts in the 8259 or
I/O APIC. A capabilities field indicates which interrupts are valid options for routing. If a
timer is set for edge-triggered mode, the timers should not be share with any PCI
interrupts.

The only supported interrupt values are as follows:
e Timer 0 and 1: IRQ20, 21, 22 & 23 (I/0 APIC only).
e Timer 2: IRQ11 (8259 or I/O APIC) and IRQ20, 21, 22 & 23 (I/O APIC only).
e Timer 3: IRQ12 (8259 or I/0O APIC) and IRQ 20, 21, 22 & 23 (I/O APIC only).

e Interrupts from Timer 4, 5, 6, 7 can only be delivered via direct FSB interrupt
messages.
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4.16.4

4.16.5

Periodic Versus Non-Periodic Modes

Non-Periodic Mode

Timer 0 is configurable to 32 (default) or 64-bit mode, whereas Timers 1, 2, and 3 only
support 32-bit mode.

All of the timers support non-periodic mode.

See Section 2.3.9.2.1 of the IA-PC HPET Specification for a description of this mode.

Periodic Mode

Timer 0 is the only timer that supports periodic mode. See Section 2.3.9.2.2 of the
IA-PC HPET Specification for a description of this mode.
The following usage model is expected:

1. Software clears the ENABLE_CNF bit to prevent any interrupts.

2. Software clears the main counter by writing a value of 00h to it.

3. Software sets the TIMERO_VAL_SET_CNF bit.

4. Software writes the new value in the TIMERO_COMPARATOR_VAL register

5. Software sets the ENABLE_CNF bit to enable interrupts.
The Timer 0 Comparator Value register cannot be programmed reliably by a single
64-bit write in a 32-bit environment except if only the periodic rate is being changed

during run-time. If the actual Timer 0 Comparator Value needs to be reinitialized, then
the following software solution always works regardless of the environment:

1. Set TIMERO_VAL_SET_CNF bit.
2. Set the lower 32 bits of the TimerO0 Comparator Value register.
3. Set TIMERO_VAL_SET_CNF bit.
4. Set the upper 32 bits of the Timer0 Comparator Value register.

Enabling the Timers

The BIOS or operating system PnP code should route the interrupts. This includes the
Legacy Rout bit, Interrupt Rout bit (for each timer), interrupt type (to select the edge
or level type for each timer)
The Device Driver code should do the following for an available timer:

1. Set the Overall Enable bit (Offset 10h, bit 0).

2. Set the timer type field (selects one-shot or periodic).

3. Set the interrupt enable.

4. Set the comparator value.

Interrupt Levels

Interrupts directed to the internal 8259s are active high. See Section 4.7 for
information regarding the polarity programming of the I/O APIC for detecting internal
interrupts.

If the interrupts are mapped to the 8259 or I/O APIC and set for level-triggered mode,
they can be shared with PCI interrupts. They may be shared although it’s unlikely for
the operating system to attempt to do this.
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If more than one timer is configured to share the same IRQ (using the
TIMERN_INT_ROUT_CNF fields), then the software must configure the timers to
level-triggered mode. Edge-triggered interrupts cannot be shared.

Handling Interrupts

If each timer has a unique interrupt and the timer has been configured for
edge-triggered mode, then there are no specific steps required. No read is required to
process the interrupt.

If a timer has been configured to level-triggered mode, then its interrupt must be
cleared by the software. This is done by reading the interrupt status register and
writing a 1 back to the bit position for the interrupt to be cleared.

Independent of the mode, software can read the value in the main counter to see how
time has passed between when the interrupt was generated and when it was first
serviced. If Timer O is set up to generate a periodic interrupt, the software can check to
see how much time remains until the next interrupt by checking the timer value
register.

Issues Related to 64-Bit Timers with 32-Bit Processors

A 32-bit timer can be read directly using processors that are capable of 32-bit or 64-bit
instructions. However, a 32-bit processor may not be able to directly read 64-bit timer.
A race condition comes up if a 32-bit processor reads the 64-bit register using two
separate 32-bit reads. The danger is that just after reading one half, the other half rolls
over and changes the first half.

If a 32-bit processor needs to access a 64-bit timer, it must first halt the timer before
reading both the upper and lower 32-bits of the timer. If a 32-bit processor does not
want to halt the timer, it can use the 64-bit timer as a 32-bit timer by setting the
TIMERNn_32MODE_CNF bit. This causes the timer to behave as a 32-bit timer. The upper
32-bits are always 0.

Alternatively, software may do a multiple read of the counter while it is running.
Software can read the high 32 bits, then the low 32 bits, the high 32 bits again. If the
high 32 bits have not changed between the two reads, then a rollover has not
happened and the low 32 bits are valid. If the high 32 bits have changed between
reads, then the multiple reads are repeated until a valid read is performed.

On a 64-bit platform, if software attempts a 64 bit read of the 64-bit counter, software

must be aware that some platforms may split the 64 bit read into two 32 bit reads. The
read maybe inaccurate if the low 32 bits roll over between the high and low reads.

USB* EHCI Host Controllers (B0:D29:F0)

The system contains one Enhanced Host Controller Interface (EHCI) host controller
which support up to six USB 2.0 high-speed root ports. USB* 2.0 allows data transfers
up to 480 Mb/s. USB* 2.0 based Debug Port is also implemented.

The following table summarizes the key features of the EHCI host controller.
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Table 4-56. USB* EHCI Features

4.17.1

4.17.1.1

Note:

4.17.1.2

4.17.1.3

4.17.2

Parameter USB* EHCI

Accessible by Memory Space

Memory Data Structure Separated into Periodic and Asynchronous lists

Differential Signaling Voltage 400 mV

# of Ports 6

EHC Initialization
Section 4.17.1.1, "BIOS Initialization” through Section 4.17.1.3, “EHC Resets” describe
the expected Enhanced Host Controller (EHC) initialization sequence in chronological

order, beginning with a complete power cycle in which the suspend well and core well
have been off.

BIOS Initialization

BIOS performs a number of platform customization steps after the core well has
powered up.

Contact your Intel Field Representative for additional BIOS information.

Driver Initialization

See Chapter 4 of the Enhanced Host Controller Interface Specification for Universal
Serial Bus, Revision 1.0.

EHC Resets

In addition to the standard hardware resets, portions of the EHC are reset by the
HCRESET bit and the transition from the D307 device power management state to the
DO state. The effects of each of these resets are:

Reset Does Reset Does not Reset Comments

The HCRESET must only affect

Memory space registers registers that the EHCI driver

HCRESET bit set.

except Structural

Configuration

controls. PCI Configuration space

from D3HOT (11b) to
DO (00b).

BIOS-programmed
registers).

BIOS-programmed
core well registers.

ai??tr:rft:rngvovchh 1s registers. and BIOS-programmed parameters
Y ) can not be reset.

The D3-to-DO transition must not
Software writes the | Core well registers Suspend well cause wake information (suspend
Device Power State (except registers; well) to be lost. It also must not clear

BIOS-programmed registers because
BIOS may not be invoked following
the D3-to-DO transition.

If the detailed register descriptions give exceptions to these rules, those exceptions
override these rules. This summary is provided to explain the reasons for the reset

policies.

Data Structures in Main Memory

See Section 3 and Appendix B of the Enhanced Host Controller Interface Specification
for Universal Serial Bus, Revision 1.0 for details.

Intel® Communications Chipset 89xx Series - Datasheet

210

April 2014
Order Number: 327879-005US




4.0

4.17.3

4.17.4

4.17.5

4.17.6

April 2014

USB* 2.0 Enhanced Host Controller DMA

The USB* 2.0 EHC implements three sources of USB* packets. They are, in order of
priority on USB* during each microframe:

1. The USB* 2.0 Debug Port
2. The Periodic DMA engine
3. The Asynchronous DMA engine

The system always performs any currently-pending debug port transaction at the
beginning of a microframe, followed by any pending periodic traffic for the current
microframe. If there is time left in the microframe, then the EHC performs any pending
asynchronous traffic until the end of the microframe (EOF1). The debug port traffic is
only presented on Port #1. The other ports are idle during this time.

Data Encoding and Bit Stuffing

See Chapter 8 of the Universal Serial Bus Specification, Revision 2.0.

Packet Formats

See Chapter 8 of the Universal Serial Bus Specification, Revision 2.0. The EHCI allows
entrance to USB* test modes, as defined in the USB* 2.0 specification, including Test J,
Test Packet, etc. However, Test Packet test mode interpacket gap timing may not meet
the USB* 2.0 specification.

USB* 2.0 Interrupts and Error Conditions

Section 4 of the Enhanced Host Controller Interface Specification for Universal Serial
Bus, Revision 1.0 goes into detail on the EHC interrupts and the error conditions that
cause them. All error conditions that the EHC detects can be reported through the EHCI
Interrupt status bits. Only specific interrupt and error-reporting behavior is
documented in this section. The EHCI Interrupts section must be read first, followed by
this section of the datasheet to fully comprehend the EHC interrupt and error-reporting
functionality.

e Based on the EHC's buffer sizes and buffer management policies, the Data Buffer
Error may never occur.

e Master Abort and Target Abort responses from hub interface on EHC-initiated read
packets is treated as Fatal Host Errors. The EHC halts when these conditions are
encountered.

e The system may assert the interrupts which are based on the interrupt threshold as
soon as the status for the last complete transaction in the interrupt interval has
been posted in the internal write buffers. The requirement in the Enhanced Host
Controller Interface Specification for Universal Serial Bus, Revision 1.0 (that the
status is written to memory) is met internally, even though the write may not be
seen on DMI before the interrupt is asserted.

¢ Since the system supports the 1024-element Frame List size, the Frame List
Rollover interrupt occurs every 1024 milliseconds.

e The system delivers interrupts using PIRQH#.

e The system does not modify the CERR count on an Interrupt IN when the “Do
Complete-Split” execution criteria are not met.

e For complete-split transactions in the Periodic list, the “Missed Microframe” bit does
not get set on a control-structure-fetch that fails the late-start test. If subsequent
accesses to that control structure do not fail the late-start test, then the “Missed
Microframe” bit is set and written back.
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4.17.6.1

4.17.7

4.17.7.1

4.17.7.2

4.17.7.3

Aborts on USB* 2.0-Initiated Memory Reads

If a read initiated by the EHC is aborted, the EHC treats it as a fatal host error. The
following actions are taken when this occurs:

e The Host System Error status bit is set

e The DMA engines are halted after completing up to one more transaction on the
USB* interface

e If enabled (by the Host System Error Enable), then an interrupt is generated

o If the status is Master Abort, then the Received Master Abort bit in configuration
space is set

o If the status is Target Abort, then the Received Target Abort bit in configuration
space is set

e If enabled (by the SERR Enable bit in the function’s configuration space), then the
Signaled System Error bit in configuration bit is set.

USB* 2.0 Power Management

Pause Feature

This feature allows platforms to dynamically enter low-power states during brief
periods when the system is idle (for example, between keystrokes). This is useful for
enabling power management features. The policies for entering these states typically
are based on the recent history of system bus activity to incrementally enter deeper
power management states. Normally, when the EHC is enabled, it regularly accesses
main memory while traversing the DMA schedules looking for work to do; this activity is
viewed by the power management software as a non-idle system, thus preventing the
power managed states to be entered. Suspending all of the enabled ports can prevent
the memory accesses from occurring, but there is an inherent latency overhead with
entering and exiting the suspended state on the USB* ports that makes this
unacceptable for the purpose of dynamic power management. As a result, the EHCI
software drivers are allowed to pause the EHC’s DMA engines when it knows that the
traffic patterns of the attached devices can afford the delay. The pause only prevents
the EHC from generating memory accesses; the SOF packets continue to be generated
on the USB* ports (unlike the suspended state).

Suspend Feature

The Enhanced Host Controller Interface (EHCI) For Universal Serial Bus Specification,
Section 4.3 describes the details of Port Suspend and Resume.

ACPI Device States
The USB* 2.0 function only supports the DO and D3 PCI Power Management states.

Notes regarding the implementation of the Device States:

e The EHC hardware does not inherently consume any more power when it is in the
DO state than it does in the D3 state. However, software is required to suspend or
disable all ports prior to entering the D3 state such that the maximum power
consumption is reduced.

e In the DO state, all implemented EHC features are enabled.

e In the D3 state, accesses to the EHC memory-mapped I/O range performs a
master abort. Since the Debug Port uses the same memory range, the Debug Port
is only operational when the EHC is in the DO state.
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e In the D3 state, the EHC interrupt must never assert for any reason. The internal
PME# signal is used to signal wake events, etc.

e When the Device Power State field is written to DO from D3, an internal reset is
generated. See section EHC Resets for general rules on the effects of this reset.

o Attempts to write any other value into the Device Power State field other than 00b
(DO state) and 11b (D3 state) completes normally without changing the current
value in this field.

4.17.7.4 ACPI System States

The EHC behavior as it relates to other power management states in the system is
summarized in the following list:

e The system is always in the SO state when the EHC is in the DO state. However,
when the EHC is in the D3 state, the system may be in any power management
state (including S0).

e When in DO, the Pause feature (See Section 4.17.7.1) enables dynamic processor
low-power states to be entered.

e The PLL in the EHC is disabled when entering the S3/5S4/S5 states (core power
turns off).

¢ All core well logic is reset in the S3/54/S5 states.

4.17.8 USB* 2.0 Legacy Keyboard Operation

The system must support the possibility of a keyboard downstream from either a
full-speed/low-speed or a high-speed port. The description of the legacy keyboard
support is unchanged from USB* 1.1.

The EHC provides the basic ability to generate SMIs on an interrupt event, along with
more sophisticated control of the generation of SMIs.

4.17.9 USB* 2.0 Based Debug Port

The system supports the elimination of the legacy COM ports by providing the ability
for new debugger software to interact with devices on a USB* 2.0 port.

High-level restrictions and features are:

e Operational before USB* 2.0 drivers are loaded.
e Functions even when the port is disabled.

¢ Allows normal system USB* 2.0 traffic in a system that may only have one USB*
port.

e Debug Port device (DPD) must be high-speed capable and connect directly to Port
#1 of the system (for example, the DPD cannot be connected to Port #1 through a
hub. When a DPD is detected, the EHCI bypasses the integrated Rate Matching Hub
and connect directly to the port and the DPD.).

e Debug Port FIFO always makes forward progress (a bad status on USB* is simply
presented back to software).

e The Debug Port FIFO is only given one USB* access per microframe.

The Debug port facilitates operating system and device driver debug. It allows the
software to communicate with an external console using a USB* 2.0 connection.
Because the interface to this link does not go through the normal USB* 2.0 stack, it
allows communication with the external console during cases where the operating
system is not loaded, the USB* 2.0 software is broken, or where the USB* 2.0 software
is being debugged. Specific features of this implementation of a debug port are:
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Only works with an external USB* 2.0 debug device (console)
Implemented for a specific port on the host controller

Operational anytime the port is not suspended AND the host controller is in DO
power state.

Capability is interrupted when port is driving USB* RESET

4.17.9.1 Theory of Operation

There are two operational modes for the USB* debug port:

1.

Mode 1 is when the USB* port is in a disabled state from the viewpoint of a
standard host controller driver. In Mode 1, the Debug Port controller is required to
generate a “keepalive” packets less than 2 ms apart to keep the attached debug
device from suspending. The keepalive packet should be a standalone 32-bit SYNC
field.

. Mode 2 is when the host controller is running (for example, host controller’s

Run/Stop# bit is 1). In Mode 2, the normal transmission of SOF packets keeps the
debug device from suspending.

Behavioral Rules

1.

2.

4.

In both Modes 1 and 2, the Debug Port controller must check for software
requested debug transactions at least every 125 microseconds.

If the debug port is enabled by the debug driver, and the standard host controller
driver resets the USB* port, USB* debug transactions are held off for the duration
of the reset and until after the first SOF is sent.

. If the standard host controller driver suspends the USB* port, then USB* debug

transactions are held off for the duration of the suspend/resume sequence and until
after the first SOF is sent.

The ENABLED_CNT bit in the debug register space is independent of the similar
port control bit in the associated Port Status and Control register.

Table 4-57 shows the debug port behavior related to the state of bits in the debug
registers as well as bits in the associated Port Status and Control register.

Table 4-57. Debug Port Behavior (Sheet 1 of 2)

OWNER_CNT ENABLED_CT

Port Run /

Enable Stop Suspend Debug Port Behavior

0 X X X X Debug port is not being used. Normal

operation.

Debug port is not being used. Normal
1 0 X X X operation.
1 1 0 0 X Debug port in Mode 1. SYNC

keepalives sent plus debug traffic

Debug port in Mode 2. SOF (and only
SOF) is sent as keepalive. Debug

1 1 0 1 X traffic is also sent. No other normal
traffic is sent out this port because
the port is not enabled.

Illegal. Host controller driver should
never put controller into this state
(enabled, not running and not
suspended).
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Table 4-57. Debug Port Behavior (Sheet 2 of 2)

intel)

Port Run / .
OWNER_CNT | ENABLED_CT Enable Stop Suspend Debug Port Behavior
Port is suspended. No debug traffic
1 1 1 0 1 sent.
1 1 1 1 0 Debug port in Mode 2. Debug traffic is
interspersed with normal traffic.
1 1 1 1 1 Port is suspended. No debug traffic

sent.

4.17.9.1.1 OUT Transactions

An Out transaction sends data to the debug device. It can occur only when the

following are true:

e The debug port is enabled
e The debug software sets the GO_CNT bit
e The WRITE_READ#_CNT bit is set

The sequence of the transaction is as follows:

1. Software sets the appropriate values in the following bits:

— USB_ADDRESS_CNF
— USB_EndPoint_CNF
— DATA_BUFFER[63:0]
— TOKEN_PID_CNT[7:0]
— SEND_PID_CNT[15:8]

— DATA_LEN_CNT

— WRITE_READ#_CNT: (This is always 1 for OUT transactions)
— GO_CNT: (This is always 1 to initiate the transaction)
2. The debug port controller sends a token packet consisting of the following content:

— SYNC

— TOKEN_PID_CNT field

— USB_ADDRESS_CNT field
— USB_EndPoint_CNT field

— 5-bit CRC field

3. After sending the token packet, the debug port controller sends a data packet

consisting of the following content:

— SYNC

— SEND_PID_CNT field

— The number of data bytes indicated in DATA_LEN_CNT from the DATA_BUFFER

— 16-bit CRC

Note: A DATA_LEN_CNT value of 0 is valid in which case no data bytes would be included in

the packet.

4. After sending the data packet, the controller waits for a handshake response from

the debug device.

e If a handshake is received, the debug port controller:
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a. Places the received PID in the RECEIVED_PID_STS field
b. Resets the ERROR_GOOD#_STS bit
c. Sets the DONE_STS bit

e If no handshake PID is received, the debug port controller:
a. Sets the EXCEPTION_STS field to 001b
b. Sets the ERROR_GOOD#_STS bit
c. Sets the DONE_STS bit

4.17.9.1.2 1IN Transactions
An IN transaction receives data from the debug device. An IN transaction can occur
only when the following states are true:
e The debug port is enabled
e The debug software sets the GO_CNT bit
e The WRITE_READ#_CNT bit is reset

The sequence of the transaction takes place as follows:
1. Software sets the appropriate values in the following bits:

— USB_ADDRESS_CNF
— USB_EndPoint_CNF
— TOKEN_PID_CNT[7:0]
— DATA_LEN_CNT
— WRITE_READ#_CNT: (This is always 0 for IN transactions)
— GO_CNT: (This always 1 to initiate the transaction)

2. The debug port controller sends a token packet consisting of the following content:
— SYNC
— TOKEN_PID_CNT field
— USB_ADDRESS_CNT field
— USB_EndPoint_CNT field
— 5-bit CRC field

3. After sending the token packet, the debug port controller waits for a response from
the debug device. If a response is received:

— The received PID is placed into the RECEIVED_PID_STS field
— Any subsequent bytes are placed into the DATA_BUFFER

— The DATA_LEN_CNT field is updated to show the number of bytes that were
received after the PID

4. If a valid packet was received from the device that was one byte in length
(indicating it was a handshake packet), then the debug port controller performs the
following actions:

— Resets the ERROR_GOOD#_STS bit
— Sets the DONE_STS bit

5. If a valid packet was received from the device that was more than one byte in
length (indicating it was a data packet), then the debug port controller performs
the following actions:

— Transmits an ACK handshake packet
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— Resets the ERROR_GOOD#_STS bit
— Sets the DONE_STS bit

6. If no valid packet is received, then the debug port controller performs the following
actions:

— Sets the EXCEPTION_STS field to 001b
— Sets the ERROR_GOOD#_STS bit
— Sets the DONE_STS bit

Debug Software

Enabling the Debug Port

Debug software must address two mutually exclusive conditions as part of its startup
processing:

e The EHCI has been initialized by system software
e The EHCI has not been initialized by system software

Debug software can determine the current ‘initialized’ state of the EHCI by examining
the Configure Flag in the EHCI USB* 2.0 Command Register. If this flag is set, then
system software has initialized the EHCI. Otherwise the EHCI should not be considered
initialized. Debug software initializes the debug port registers depending on the state of
the EHCI. Before this can be accomplished, debug software must determine which root
USB* port is designated as the debug port.

Determining the Debug Port

Debug software can determine which USB* root port has been designated as the debug
port by examining bits 20:23 of the EHCI Host Controller Structural Parameters
register. This 4-bit field represents the numeric value assigned to the debug port (for
example, 0001=port 1).

Debug Software Startup with Non-Initialized EHCI

Debug software can attempt to use the debug port if after setting the OWNER_CNT bit,
the Current Connect Status bit in the appropriate (See Determining the Debug Port)
PORTSC register is set. If the Current Connect Status bit is not set, then debug
software may choose to terminate or it may choose to wait until a device is connected.

If a device is connected to the port, then debug software must reset/enable the port.
Debug software does this by setting and then clearing the Port Reset bit the PORTSC
register. To guarantee a successful reset, debug software should wait at least 50 ms
before clearing the Port Reset bit. Due to possible delays, this bit may not change to 0
immediately; reset is complete when this bit reads as 0. Software must not continue
until this bit reads 0.

If a high-speed device is attached, then the EHCI automatically sets the Port
Enabled/Disabled bit in the PORTSC register and the debug software can proceed.
Debug software should set the ENABLED_CNT bit in the Debug Port Control/Status
register, and then reset (clear) the Port Enabled/Disabled bit in the PORTSC register so
the system host controller driver does not see an enabled port when it is first loaded.
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4.17.10

4.17.11

4.17.12

Debug Software Startup with Initialized EHCI

Debug software can attempt to use the debug port if the Current Connect Status bit in
the appropriate (See Determining the Debug Port) PORTSC register is set. If the
Current Connect Status bit is not set, then debug software may choose to terminate or
it may choose to wait until a device is connected. If a device is connected, then debug
software must set the OWNER_CNT bit and then the ENABLED_CNT bit in the Debug
Port Control/Status register.

Determining Debug Peripheral Presence

After enabling the debug port functionality, debug software can determine if a debug
peripheral is attached by attempting to send data to the debug peripheral. If all
attempts result in an error (Exception bits in the Debug Port Control/Status register
indicates a Transaction Error), then the attached device is not a debug peripheral. If the
debug port peripheral is not present, then debug software may choose to terminate or
it may choose to wait until a debug peripheral is connected.

EHCI Caching

EHCI Caching is a power management feature in the USB* (EHCI) host controllers
which enables the controller to execute the schedules entirely in cache and eliminates
the need for the DMA engine to access memory when the schedule is idle. EHCI caching
allows the processor to maintain longer C-state residency times and provides
substantial system power savings.

USB* Pre-Fetch Based Pause

The Pre-Fetch Based Pause is a power management feature in USB* (EHCI) host
controllers to ensure maximum C3/C4 processor power state time with C2 popup. This
feature applies to the period schedule, and works by allowing the DMA engine to
identify periods of idleness and preventing the DMA engine from accessing memory
when the periodic schedule is idle. Typically in the presence of periodic devices with
multiple millisecond poll periods, the periodic schedule is idle for several frames
between polls.

The USB* Pre-Fetch Based Pause feature is disabled by setting bit 4 of EHCI
Configuration Register.

USB* Overcurrent Protection

The system has implemented programmable USB* Overcurrent signals. There are a
total of four overcurrent pins shared across the six ports.

Four overcurrent signals have been allocated to the ports in each USB* device:
e OC[3:0]# for Device 29 (Ports 0-5)

Each pin is mapped to one or more ports by setting bits in the USB*OCM1 register. See
Section 7.1.1.68. It is system BIOS' responsibility to ensure that each port is mapped
to only one over current pin. Operation with more than one overcurrent pin mapped to
a port is undefined. It is expected that multiple ports are mapped to a single
overcurrent pin, however they should be connected at the port and not at the pin.
Shorting these pins together may lead to reduced test capabilities.
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4.18

Integrated USB* 2.0 Rate Matching Hub

The system has an integrated USB* 2.0 Rate Matching Hub (RMH). The Hub is
connected to the EHCI controller as shown in Figure 4-22. The Hub convert low and
full-speed traffic into high-speed traffic. When the RMH is enabled, it appears to
software like an external hub is connected to Port 0 of each EHCI controller. In addition,
port 1 the RMH is muxed with Port 1 of the EHCI controller and is able to bypass the
RMH for use as the Debug Port.

The hub operates like any USB* 2.0 Discrete Hub and consumes one tier of hubs
allowed by the section 4.1.1 in the USB* 2.0 specification. A maximum of four
additional non-root hubs can be supported on any of the USB* Ports. The RMH reports
Vendor ID = 0x8087 and Product ID = 0x0020.

Figure 4-22. EHCI with USB* 2.0 with Rate Matching Hub

Port0 Portl Port2 Port3 Port4 Port5

4.18.1

4.19

4.19.1

April 2014

Architecture
A hub consists of three components: the Hub Repeater, the Hub Controller, and the
Transaction Translator.

e The Hub Repeater is responsible for connectivity setup and tear-down. It also
supports exception handling, such as bus fault detection and recovery and
connect/disconnect detect.

e The Hub Controller provides the mechanism for host-to-hub communication.
Hub-specific status and control commands permit the host to configure a hub and
to monitor and control its individual downstream facing ports.

e The Transaction Translator (TT) responds to high-speed split transactions and
translates them to full-/low-speed transactions with full-/low-speed devices
attached on downstream facing ports. There is 1 TT per RMH.

See Chapter 11 of the USB* 2.0 Specification for more details on the architecture of the
hubs.

Thermal Management

Modes of Operation

The PCH thermal sensor is available in Non-EndPoint and Normal modes. It has two
modes of operation:

e the analog mode (for example, sequencer disabled)
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4.19.2

e the four-function mode, which includes a digital thermometer.

The analog mode is kept primarily as a backup in case thermal time constants are
found to be significantly faster than the temperature trip point detection rate of the
newer four-function mode or the four-function mode has functional problems. Also, it is
possible that the four-function mode has no utility beyond that of catastrophic/hot/aux
detection, depending on the thermal sensor accuracy requirements of other usage
models.

The analog mode uses two comparators and only reports catastrophic and/or hot trips.

The four-function mode uses one comparator that is time-multiplexed to perform 4
functions. A state machine switches the specific function of the thermal sensor and
logic at a rate dependent on the Thermal Sensor Control [Sequencer Enable and Rate]
register setting, giving a separate output reading for each function. The sequencer can
be configured in different modes to support various validation scenarios and fall-back
modes. See the Thermal Sensor Control register (TSC) for detailed descriptions of the
various modes and associated thermal sensor settling times.

The five functions of the “four-function mode” are:

e Catastrophic Trip Point - This trip point is set at the temperature at which the chip
must be shut down immediately without any software support. For this logic to
function, the catastrophic trip point must correspond to a temperature guaranteed
to be functional. Special care must be taken to make sure that the sequencer logic,
Power Management logic, and THRMTRIP# are functional at the catastrophic trip
point.

e Hot Temperature Trip Point - This trip point may be set dynamically if desired and
provides an interrupt when it is crossed in either direction. Software could
optionally set this as an “Interrupt me when the temperature goes above this level”
setting.

¢ Auxiliary Temperature Trip Point - This trip point is set below the Hot Temperature
Trip Point and provides the same response options. However, the responses are
separately programmable from the Hot Temp in order to provide incrementally
more aggressive actions. The Aux trip point is fully software-programmable during
system run time.

e Auxiliary2 (Aux2) Temperature Trip Point - This trip point is typically set below the
Aux Temperature Trip Point and provides interrupt generation capability. The Aux2
trip point is fully software-programmable during system run time.

e Thermometer - The thermometer is implemented via a counter that starts at 0 and
increments during each sample point until the comparator indicates that the
temperature is above the current value. The value of the counter is loaded into a
read-only register when the comparator first trips.

Thermal Reporting Over System Management Link 1 Interface
(SMLink1)

SMLink1 is the SMBus interface utilized by an External Management Controller
(BMC/EC) for Platform Thermal Reporting. It is used by the BMC/EC to control or obtain
thermal sensor data from DIMMs, CPU, PCH, and other components integrated in the
system.

The Thermal Reporting features, functions, and interface configurations are described
in the SMBus-to-PECI Bridge Protocol Application Note (Doc# 460415).
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4.20.1

4.20.2

4.20.3
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WatchDog Timer (WDT) Host Controller
(B0:D31:F7)

The Watchdog Host Controller device implements per-thread reset capability. The
controller manifests itself as a PCI Express* legacy EndPoint. This device is MSI-X
compatible.

Theory Of Operation

The reset WDTs provide a mechanism for threads to be woken from a hung condition. A
WDT is provisioned for each thread on the platform. Some platforms does not

use/enable all the WDTs. Each WDT can be loaded with a specific value and allowed to
decrement. The time taken to fully decrement is referred to as the “interval” hereafter.

The WDTnCOUNT registers stores the 32 bit reload value for the counter. The lower 10
bits of the reload value will always be zero.

Watchdog Timer Behavior

Each WDT behaves in an identical fashion. Each is clocked off a 10 bit prescaler
counter. The prescaler counter is free running and cannot be disabled. The prescaler
will run off the 125MHz backbone clock allowing a prescaler rollover time of up to

1K * 8ns = 8us. If the prescaler value is set to zero the individual WDTs will decrement
at the 125MHz rate, otherwise the WDTs will decrement when the prescaler rolls over.

Each 32 bit WDT counter can extend the interval to several hours (8e-06 * 232 ~
32 Ksec). Expected usage is in the ms/second range. Given that the minimum valid
value of a reload register is 0x400, the minimum interval that can be generated is
~8 us.

When enabled properly and reloaded the WDT will start decrementing (under control of
the prescaler) immediately and will continue to do so until it reaches zero unless it is
reloaded (by a write to WDTnCMD) during that time. A reload will restart the WDT
immediately if enabled.

There are two events (and corresponding interrupts) that the unit generates when
counting down:

1. The WARNing event is generated at approximately the halfway stage (when the
counter value = WDTnCOUNT[31:1]). This results in an interrupt that should be
sufficient to cause most threads to act.

2. The RESET event is generated when the WDT counter transitions from 0x1 to 0x0.
this is intended to be a more severe interrupt that possibly resets a hung thread.

Pending Bit Array

Each event will set a corresponding bit in the PBA. If the interrupt is not masked the
device should attempt to deliver the corresponding interrupt as soon as possible after
the event occurs. Interrupt delivery may of course be delayed by arbitration on the
backbone bus.

If a RESET event occurs before the earlier WARN interrupt has been delivered, the
WARN PBA bit is cleared and the WARN interrupt can be cancelled. The RESET bit is set
and the RESET interrupt send.

When an interrupt is sent or cancelled, the PBA bit is cleared. Both the RESET and
WARN PBA bits are cleared when the WDT is reloaded.

The interrupt mask does not affect the setting of the PBA bits.
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4.20.4 MSI Interrupt Formation

The interrupts are generated as MSI interrupts. An MSI interrupt is a memory write
PCIe* transaction. The device must deliver the interrupt as soon as possible after the
corresponding PBA bit is set (unless the interrupt is masked by the Vector Control
register or CMD.BME).

An MSI packet is a memory write txn. For a given RESET/WARN interrupt, the packet is

built as a 3DW header (because the upper half of the address is 0x00000000) with data
as shown in Figure 4-23.

Figure 4-23. MSI Packet Header

7/6(5|/4|3|2(1|0|7|6|(5|(4|3|2|1|(0|7|6|5|4|3|2|1|0|7|6|5|4|3|2|1]|0

0|R 10 0|0[0O|O0O|0O]|R TC=0 R 0|0 00 R Length = 01

4 | Req ID = Ox00FF (Bus 0, Dev 31, Fn 7) Tag =0 0x0 0x3

8 | Lower Address - Contents of WDTnMAW/R

The single DW of data is the contents of the WDTnMDW(/R register.

4.20.5 Usage Models

There are two models for setting up and initiating timer activity:
e BIOS sets timer values and all timers are enabled simultaneously:

— BIOS configures the TBAR content & required WDTnCOUNT/WDTnCFG
registers. Values can be locked if necessary.

— Unused WDTs is left with WDTnCOUNT = 0x00, disabling them. These values
can be locked if necessary.

— BIOS sets up the prescaler WDT_PSCALE. Lock if necessary.

— BIOS reloads (write to WDTnCMD) all operating timers — no counting because
of global enable.

— Later, OS globally enables all timers simultaneously using WDT_GBLCFG.GEN
— Threads are thereafter expected to avoid interrupts by reloading the WDT.
e Threads set their timer values & kick off timers individually:
— BIOS configures TBAR. Lock if necessary.
— BIOS locks any unused WDTnCOUNT registers at 0x00 if necessary.
— BIOS sets up the prescaler WDT_PSCALE. Lock if necessary.
— BIOS globally enables using WDT_GBLCFG.GEN

— Later on individual threads can set the WDTnCOUNT values (locking if
necessary). The threads can then initiate timer activity by writing to
WDTnCMD.

— Threads are thereafter expected to avoid interrupts by reloading the WDT.

4.21 Serial Peripheral Interface (SPI) (B0:D31:F0)

The Serial Peripheral Interface (SPI) is a 4-pin interface. This 4-pin SPI interface
consists of clock (CLK), master data out (Master Out Slave In (MOSI)), master data in
(Master In Slave Out (MISO)) and an active low chip select (SPI_CS[1:0]#).
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The system supports up to two SPI flash devices using two separate Chip Select pins.
Each SPI flash device can be up to 16 MBytes. The SPI interface supports 20 MHz, 33
MHz and 50 MHz SPI devices. A SPI Flash device controlled with Chip Select 0 and with
a valid descriptor MUST be attached directly to the system.

Communication on the SPI bus is done with a Master-Slave protocol. The Slave is
connected to the system and is implemented as a tri-state bus.

SPI Flash has two operational modes, descriptor and non-descriptor. Non-Descriptor
Mode is not supported. A valid flash descriptor is required for all platforms.

4.21.1 Descriptor Mode

Descriptor Mode is required for all platforms. It enables many system features:
e Intel® Management Engine Firmware
e PCI Express* root port configuration
e Supports up to two SPI components using two separate chip select pins
— Tow SPI Flash components or
— One SPI Flash and one user authentication device
e Hardware enforced security restricting master accesses to different regions
e Soft Strap regions provides the ability to use Flash Non-Volatile Memory (NVM)
e Supports the SPI Fast Read instruction and frequencies of up to 50 MHz
¢ Uses standardized Flash Instruction Set

4.21.2 SPI Flash Regions

In Descriptor Mode the Flash is divided into five separate regions:

Region Content
0 Flash Descriptor
1 BIOS
2 Management Engine
3 Reserved
4 Platform Data

Only two masters can access the four accessible regions: Host processor running BIOS
code and Management Engine. The only required region is Region 0, the Flash
Descriptor. Region 0 must be located in the first sector of device 0 (offset 0).

Flash Region Sizes

SPI flash space requirements differ by platform and configuration. The Flash Descriptor
requires one 4 KB or larger block. The amount of flash space consumed is dependent
on the erase granularity of the flash part and the platform requirements for the ME and
BIOS regions.
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Table 4-58. Region Size Versus Erase Granularity of Flash Components

Region SizeB"I";f:'l‘(: KB Size with 8 KB Blocks | Size with 64 KB Blocks
Descriptor 4 KB 8 KB 64 KB
BIOS Varies by Platform Varies by Platform Varies by Platform
ME 128 KB 128 KB 128 KB

4.21.2.1 Device Partitioning

The SPI Flash controller supports two sets of attributes in SPI flash space. This allows
for supporting an asymmetric flash component that has two separate sets of attributes
in the upper and lower part of the memory array. An example is a flash part that has
different erase granularities in two different parts of the memory array. This allows for
the usage of two separate flash vendors if using two different flash parts.

| l Flash Partition
Boundary
——
P
—

The maximum size of the Flash Descriptor is 4 KB. If the block/sector size of the SPI
flash device is greater than 4 KB, the flash descriptor will only use the first 4 KB of the
first block. The flash descriptor requires its own block at the bottom of memory
(0x00h). The information stored in the Flash Descriptor can only be written during the
manufacturing process as its read/write permissions must be set to Read only when the
system leaves the manufacturing floor.

Figure 4-24. Flash Partition Boundary

Upper Flash
Partition

Lower
Flash
Partition

4.21.3 Flash Descriptor

The Flash Descriptor is made up of eleven sections:
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Figure 4-25. Flash Descriptor Sections

——4KB—

OEM Section

Descriptor
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1. The Flash Signature selects Descriptor Mode and verifies if the flash is programmed
and functioning. The data at the bottom of the flash (offset 0) must be OFFOA55Ah
to be in Descriptor mode.

2. The Descriptor Map has pointers to the other five descriptor sections and the size of
each.

3. The Component section has information about the SPI flash in the system
including: the number of components, density of each, illegal instructions (such as
chip erase), and frequencies for read, fast read and write/erase instructions.

4. The Region section points to the three other regions and the size of each region.

5. The Master Region contains the security settings for the flash, granting read/write
permissions for each region and identifying each master by a requestor ID. See
Section 4.21.3.1 for more information.

6. The Processor and System Soft Strap sections contain processor and system
configurable parameters.

7. Same as #6.

8. The Reserved region between the top of the Processor Strap section and the
bottom of the OEM Section is reserved for future chipset usages.

9. The Descriptor Upper MAP determines the length and base address of the
Management Engine VSCC Table.
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4.21.3.1

10. The Management Engine VSCC Table holds the JEDEC ID and the VSCC information
of the entire SPI Flash supported by the NVM image.

11. OEM Section is 256 bytes reserved at the top of the Flash Descriptor for OEM use.
Descriptor Master Region
The master region defines read and write access setting for each region of the SPI

device. The master region recognizes two masters: BIOS and Management Engine.
Each master is only allowed to do direct reads of its primary regions.

Table 4-59. Region Access Control Table

Master Read/Write Access

Region

CPU and BIOS

ME

Descriptor

N/A

N/A

BIOS

CPU and BIOS can always read from
and write to BIOS Region

Read / Write

Management Engine

Read / Write

ME can always read from and write to
ME Region

Platform Data Region

N/A

N/A

There are two types of flash accesses:

— Masters are allowed to do direct read only of their primary region

— Master's Host or Management Engine virtual read address is converted into the
SPI Flash Linear Address (FLA) using the Flash Descriptor Region Base/Limit

e Program Register Access:

— Program Register Accesses are not allowed to cross a 4KB boundary and can
not issue a command that might extend across two components

— Software programs the FLA corresponding to the region desired
— Software must read the devices Primary Region Base/Limit address to create a

4.21.4 Flash Access
e Direct Access:
registers
FLA.
4.21.4.1

Direct Access Security

¢ Requester ID of the device must match that of the primary Requester ID in the
Master Section

e Calculated Flash Linear Address must fall between primary region base/limit
e Direct Write not allowed
e Direct Read Cache contents are reset to 0's on a read from a different master

— Supports the same cache flush mechanism in ICH7 which includes Program
Register Writes
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4.21.4.2 Register Access Security

Only primary region masters can access the registers

Masters are only allowed to read or write those regions they have read/write
permission

Using the Flash Region Access Permissions, one master can give another master
read/write permissions to their area

Using the five Protected Range registers, each master can add separate read/write
protection above that granted in the Flash Descriptor for their own accesses

— Example: BIOS may want to protect different regions of BIOS from being
erased

— Ranges can extend across region boundaries

4.21.5 Serial Flash Device Compatibility Requirements

A variety of serial flash devices exist in the market. For a serial flash device to be
compatible with the SPI bus, it must meet the minimum requirements detailed in the
following sections.

Note: All system platforms have the required Intel® Management engine firmware.

4.21.5.1 SPI Based BIOS Requirements

A serial flash device must meet the following minimum requirements when used
explicitly for system BIOS storage.

April 2014

Erase size capability of at least one of the following: 64 Kbytes, 8 Kbytes, 4 Kbytes,
or 256 bytes.

Device must support multiple writes to a page without requiring a preceding erase
cycle (See Section 4.21.6)

Serial flash device must ignore the upper address bits such that an address of
FFFFFFh aliases to the top of the flash memory.

SPI Compatible Mode 0 support (clock phase is 0 and data is latched on the rising
edge of the clock).

If the device receives a command that is not supported or incomplete (less than 8
bits), the device must complete the cycle gracefully without any impact on the flash
content.

An erase command (page, sector, block, chip, etc.) must set all bits inside the
designated area (page, sector, block, chip, etc.) to 1 (Fh).

Status Register bit 0 must be set to 1 when a write, erase or write to status register
is in progress and cleared to 0 when a write or erase is NOT in progress.

Devices requiring the Write Enable command mst automatically clear the Write
Enable Latch at the end of Data Program instructions.

Byte write must be supported. The flexibility to perform a write between 1 byte to
64 bytes is recommended.

Hardware Sequencing requirements are optional in BIOS only platforms.

SPI flash parts that do not meet Hardware sequencing command set requirements
may work in BIOS only platforms via software sequencing.
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4.21.5.2

4.21.5.2.1

4.21.5.3

Intel® Management Engine Firmware SPI Flash Requirements

Intel® Management Engine Firmware must meet the SPI flash based BIOS
Requirements plus:

e Hardware Sequencing.

e Flash part must be uniform 4 KB erasable block throughout the entire device or
have 64 KB blocks with the first block (lowest address) divided into 4 KB or 8 KB
blocks.

e Write protection scheme must meet SPI flash unlocking requirements for
Management Engine.

SPI Flash Unlocking Requirements for Management Engine

Flash devices must be globally unlocked (read, write and erase access on the ME
region) from power on by writing 00h to the flash’s status register to disable write
protection.

If the status register must be unprotected, it must use the enable write status register
command 50h or write enable 06h.

Opcode 01h (write to status register) must then be used to write a single byte of 00h
into the status register. This must unlock the entire part. If the SPI flash’s status
register has non-volatile bits that must be written to, bits [5:2] of the flash’s status
register must be all Oh to indicate that the flash is unlocked.

If bits [5:2] return a non zero values, the Intel® ME firmware will send a write of 00h to
the status register. This must keep the flash part unlocked.

If there is no need to execute a write enable on the status register, then opcodes 06h
and 50h must be ignored.

After global unlock, BIOS has the ability to lock down small sections of the flash as long
as they do not involve the ME region.

Hardware Sequencing Requirements

The following table provides a list of commands and the associated opcodes that a
SPI-based serial flash device must support in order to be compatible with hardware
sequencing.

Table 4-60. Hardware Sequencing Commands and Opcode Requirements

Commands Opcode Notes
Wit to Status Register (01| NPeE byt o SFL s sttus regiter Enable it o St
Program Data 02h E;r;glgiﬁ\i/etg g;fiotgvtvixfite as determined by flash part
Read Data 03h
Write Disable 04h
Read Status 05h Outputs contents of SPI flash’s status register
Write Enable 06h
Fast Read 0Bh
Ena_ble Write to Status 50h or 60h Enables a _bit in the status register to allow an update to the
Register status register
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Table 4-60.
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Note:

4.21.6.1

Table 4-61.
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Hardware Sequencing Commands and Opcode Requirements

Commands Opcode Notes
Erase gtr)?sramm 256B, 4 Kbyte, 8 Kbyte or 64 Kbyte
Full Chip Erase C7h
JEDEC ID 9Fh See Section 4.21.5.3.1.
JEDEC ID

Since each serial flash device may have unique capabilities and commands, the JEDEC
ID is the necessary mechanism for identifying the device so the uniqueness of the
device can be comprehended by the controller (master). The JEDEC ID uses the opcode
9Fh and a specified implementation and usage model. This JEDEC Standard
Manufacturer and Device ID read method is defined in Standard JESD21-C, PRNO3-NV.

Multiple Page Write Usage Model

The system BIOS usage model require that the serial flash device support multiple
writes to a page (minimum of 512 writes) without requiring a preceding erase
command. BIOS commonly uses capabilities such as counters that are used for error
logging and system boot progress logging. These counters are typically implemented
by using byte-writes to ‘increment’ the bits within a page that have been designated as
the counter.

This usage model requirement is based on any given bit only being written once from a
*1’ to a ‘0’'without requiring the preceding erase. An erase would be required to change
bits back to the 1 state.

Soft Flash Protection
There are two types of flash protection that are not defined in the flash descriptor but
supported by the system:
1. BIOS Range Write Protection
2. SMI#-Based Global Write Protection
Both mechanisms are logically OR’d together such that if any of the mechanisms

indicate that the access should be blocked, then it is blocked. Table 4-61 provides a
summary of the mechanisms.

Flash Protection Mechanism Summary

. Accesses Range Reset-Override
Mechanism Blocked Specific? or
p ? | sMI#-Override?
BIOS Range Write Protection Writes Yes Reset Override
Write Protect Writes No SMI# Override

A blocked command will appear to software to finish, except that the Blocked Access
status bit is set in this case.
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Note:
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4.21.7

4.21.8

Table 4-62.

BIOS Range Write Protection

The system provides a method for blocking writes to specific ranges in the SPI flash
when the Protected BIOS Ranges are enabled. This is achieved by checking the Opcode
type information (which can be locked down by the initial Boot BIOS) and the address
of the requested command against the base and limit fields of a Write Protected BIOS
range.

Once BIOS has locked down the Protected BIOS Range registers, this mechanism
remains in place until the next system reset.

SMI# Based Global Write Protection

The system provides a way to block writes to the SPI flash when the Write Protected bit
is cleared (for example, protected). This is achieved by checking the Opcode type
information (which can be locked down by the initial boot BIOS) of the requested
command.

Flash Device Configurations

All platforms must have a SPI flash connected directly with a valid descriptor and Intel®
Management Engine Firmware.

SPI Flash Device Recommended Pinout

The table below provides the recommended serial flash device pin-out for an 8-pin
device. Using the recommended pin-out on an 8-pin device reduces complexities
involved with designing the serial flash device onto a motherboard and allows for
support of a common footprint usage model (see Section 4.21.9.1).

Recommended Pinout for 8-Pin Serial Flash Device

Pin # Signal

Chips Select

Data Output

Write Protect

Ground

Data Input

Serial Clock

Hold / Reset

(N[O D[ W[N|[+F

Supply Voltage

Although an 8-pin device is preferred due to footprint compatibility, the following table
contains the recommended serial flash device pinout for a 16-pin SOIC.
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4.21.9 Serial Flash Device Package

Table 4-63. Recommended Pinout for 16-Pin Serial Flash Device

Pin # Signal Pin # Signal
1 Hold / Reset 9 Write Protect
2 Supply Voltage 10 Ground
3 No Connect 11 No Connect
4 No Connect 12 No Connect
5 No Connect 13 No Connect
6 No Connect 14 No Connect
7 Chip Select 15 Serial Data In
8 Serial Data Out 16 Serial Clock

4.21.9.1 Common Footprint Usage Model

To minimize platform motherboard redesign and to enable platform Bill of Material
(BOM) selectability, many PC System OEMs design their motherboard with a single
common footprint. This common footprint allows population of a soldered down device
or a socket that accepts a leadless device. This enables the board manufacturer to
support, via selection of the appropriate BOM, either of these solutions on the same
system without requiring any board redesign.

The common footprint usage model is desirable during system debug and by flash
content developers since the leadless device can be easily removed and reprogrammed
without damage to device leads. When the board and flash content is mature for
high-volume production, both the socketed leadless solution and the soldered down
leaded solution are available through BOM selection.

4.21.9.2 Serial Flash Device Package Recommendations

It is highly recommended that the common footprint usage model be supported. An
example of how this can be accomplished is as follows:

e The recommended pinout for 8-pin serial flash devices is used (see
Section 4.21.8).

e The 8-pin device is supported in either an 8-contact VDFPN (6x5 mm MLP) package
or an 8-contact WSON (5x6 mm) package. These packages can fit into a socket
that is land pattern compatible with the wide body SO8 package.

e The 8-pin device is supported in the SO8 (150 mil) and in the wide-body SO8 (200
mil) packages.

The 16-pin device is supported in the SO16 (300 mil) package.
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